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Foreword

Algorithms have become a part of our everyday lives. They recommend advertisements 
to us on online-shopping sites, provide estimates of our creditworthiness, and determine 
what information we will see in our social-media applications. In the medical field too, the 
opportunities for utilizing algorithms are manifold. New algorithm-based applications are 
constantly appearing on the market. Indeed, the pace of development is rapidly increasing. 
The large U.S.-based technology companies, for example, want nothing less than to revolu-
tionize medicine. 

Without question, algorithms and the use of artificial intelligence technologies can 
significantly improve treatment processes, thus contributing to a more efficient use of 
resources. This fundamental opportunity-oriented attitude should serve as the point of 
departure for dealing with the topic. However, the use of algorithms also presents us with 
new challenges – along with the question of just what kind of digital progress we as a  
society want. Not everything that is technically feasible is necessarily societally desirable. 
Any examination of healthcare-related issues touches quickly on fundamental ethical  
questions.

Thus, what opportunities and risks are posed by the use of algorithms in healthcare? The 
present study is intended to sort through and classify these issues. In it, the experts from 
University of Cologne’s ceres program offer an overview of the areas of medicine in which 
algorithms are already being used today, and in which they are likely to be employed in the 
future. In addition, the authors outline the potential improvements associated with the use 
of such technology, along with areas of concern. 

To us, the study’s orientation toward practical use within the healthcare field is of critical 
importance. The authors examine specific use cases and derive key ethical research ques-
tions from them – for individuals, for state institutions and for society as a whole. The 
examples analyzed illustrate the breadth of potential uses for algorithms, from predict-
ing mental illnesses among social-media users to providing data-driven support for physi-
cians’ therapeutic decisions, and even to helping paralyzed people regain their mobility. 

The study makes it clear just how significantly algorithms could contribute to improving  
care. But it also highlights the questions raised by their use, regarding issues of distribu-
tional justice and protection from discrimination, regarding liability for algorithm-based 
decisions, and regarding the changes looming in the relationship between doctors and 
patients. Not least, it casts a spotlight on the issue of trust in the healthcare system itself. 
In our view, we as a society therefore need to come to a widespread understanding of which 
developments we should collectively endorse and pursue, as well as a sense of where our 
“red lines” must be drawn.
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The public discussion on the issues raised in this way should in turn serve as the basis for  
a forward-looking, creative healthcare policy – a policy that establishes conditions allow-
ing beneficial applications to be integrated more quickly into everyday care settings.  
A policy containing instruments simultaneously able to protect vital individual and societal  
interests. With regard to the dimension and pace of digital change, our foresight must no 
longer stretch only until the next election. Policymaking must be guided by long-term 
visions of the future – and it must reach beyond purely national ambitions.

In our project “The Digital Patient,” we want to take a closer look at the ethical and societal 
challenges associated with digitalization in the healthcare sector. The present study marks 
the commencement of this effort, forming the basis for future discussions of algorithms in 
healthcare.

We hope you find it interesting.
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1	 Algorithms: Classification and 

definition of terms

As discussions about big data have highlighted the associated societal transformations and 
challenges, algorithms have increasingly attracted the public’s attention. In the healthcare 
sector too, the use of algorithms is deemed to hold great potential. Intelligent systems are 
expected to help to improve patient care and make the functioning of the healthcare system 
significantly more efficient, for example by supporting diagnostic and therapeutic decisions 
(Rasche 2017: 8; Dörn 2018: 349). 

1.1	 Simple algorithms

As yet, the academic literature has not settled on a single exact, universally applicable  
definition of the term “algorithm” (Broy and Spaniol 1999: 12; Nahrstedt 2018: 3). One  
reason for this is that a precise definition would arbitrarily limit its own meaning (Soly-
mosi and Grude 2017: 1). The term is thus understood differently in different contexts, and 
is used at times in a non-specific, instrumentalized way (Burkhardt 2017).

It is indisputable that when discussing an algorithm, we are talking about a problem- 
solving procedure that employs finite sequences of clearly defined and actually realizable 
sub-actions (Fischer and Hofer 2008: 32; Schubert and Schwill 2011: 4). It thus represents  
a precisely defined working method for the solution of a (mathematical) problem (von 
Rimscha 2017: 3; Nahrstedt 2018: 1). However, for the calculation of this solution, the algo-
rithm needs specific information. Today, algorithms are increasingly modeled using com-
puters. However, for a computer to be able to carry out this kind of problem-solving proce-
dures for different problems, the abstract algorithm must be reformulated into a concrete 
set of instructions (Schubert and Schwill 2011: 4 f.). This means coding it in a sequence of 
instructions that is comprehensible to a computer (Fischer and Hofer 2008: 32). This exact 
description and coding is called a program (Schubert and Schwill 2011: 4 f.). 

Algorithms can be classified on the basis of different levels of complexity, and have char-
acteristic qualities such as determinacy or finiteness (Fischer and Hofer 2008: 32; Broy and 
Spaniol 1999: 12; Solymosi and Grude 2017: 5). Determinacy means that given the same 
input values, the same output values will always be produced, across multiple repetitions 
(Fischer and Hofer 2008: 221). Finiteness, on the other hand, describes the limited length 
of an algorithm; that is, the fact that it is composed of a bounded number of instructions 
which are themselves of limited length (Fischer and Hofer 2008: 306). 

Overall, “algorithm” is one of the most important concepts in mathematics, and algo-
rithms are in practice used in all known sciences and economic sectors (Nahrstedt 2018: 1; 
on the historical development of algorithms, see ibid.: 1 f.). Applications that implement an 
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algorithm often integrate very different areas of knowledge in doing so, for instance in the 
description of the rules used in linguistics, or by representing specific patterns of behav-
ior from the social sciences (ibid.: 3). Because of this, algorithms from one field can also be 
transferred to other fields (ibid.). 

The increasing interconnectedness of things, particularly due to the internet, is leading to  
an exponential growth in data. This in turn allows algorithms to draw on a rising number  
of sources and an ever-greater quantity of data in the solution of problems (Mainzer 2016: 
157; Wu et al. 2014). In the healthcare sector, this includes research and development data, 
laboratory and pharmaceutical data, clinical administrative data such as electronic health 
records or insurance data, and patient-generated data like personal health and activity 
data (Lipworth et al. 2017). In addition, other data relevant to health may also be accessed, 
depending on the specific context. Examples here might include credit card and online-activ-
ity data, census or criminality data, social-media data, or other online resources (ebd.). 

1.2 	Classification 

Algorithms can be distinguished on the basis of different classes. However, these are not 
always clearly separate from one another, and indeed occasionally show some overlap 
(Nahrstedt 2018). 

•	 Deterministic algorithms consistently deliver the same result given a constant input. 
•	 Randomized (non-deterministic) algorithms incorporate elements of a randomness event. 
•	 Iterative algorithms define a starting value and then, based on the previously known 

quantities, produce an interim result with each computational step. This in turn again 
serves as the basis for the performance of the next calculation (a further differentiation 
is made between algorithms with a known or an unknown number of iteration steps) 
(von Rimscha 2017: 6). 

•	 Recursive algorithms are a special form of iterative algorithms in which at least one of  
the computational steps consists in the algorithm calling itself.  

Other distinctions, for example between decision-support and optimization algorithms, 
relate to the way the problem is posed (Nahrstedt 2018): 

•	 Decision support algorithms are often used in complex expert systems. These systems 
store large amounts of data relevant to a specific field of knowledge. Decision support 
algorithms are programmed to draw automated conclusions from the data analyzed, for 
example by producing diagnoses for specific situations or concrete solution proposals 
for problems (Mainzer 2016: 12). However, the “decisions” generated in this way must 
be clearly distinguished from those of human experts, for instance in the case of medi-
cal decisions. For example, decision support algorithms possess no general background 
knowledge, have no feelings or personal motivational principles, and cannot make 
judgements based on ethical values (ibid.). 

•	 Optimization algorithms: Algorithms can be further distinguished on the basis of whether 
they offer an optimal solution for a problem, or instead generate one or multiple poten-
tial solutions that cannot or may not necessarily be viewed as optimal. Currently, the 
former are used in the context of cost optimizations, and for waiting line and transport 
problems (Nahrstedt 2018: 5).



10

Algorithms in healthcare

1.3 	 Artificial intelligence

According to Lämmel and Cleve (2012), artificial intelligence (AI) is a “sub-field of computer 
science that attempts to emulate human approaches to problem-solving on computers in 
order to arrive at new or more efficient solutions” (ibid.: 13). So-called machine learning 

algorithms also fall into the field of artificial intelligence. These are used in machine learn-
ing systems supported by new and increasingly powerful hardware and software platforms, 
and can help detect complex relationships within vast amounts of data, without each indi-
vidual computational step having to be explicitly programmed (Hecker et al. 2017). Machine 
learning is based on the idea of gaining knowledge from experience (Mitchell et al. 2009). 
To this end, a computer is given concrete sample data from which it is supposed to derive  
a general rule (von Rimscha 2017: 132).

In this context, machine-learning processes are often implemented in artificial, multi- 
layer neural networks. These networks consist of neurons that are modeled on the synapses 
of people or animals (Nürnberger and Bugiel 2016). The interactions between the neurons 
produce an artificial neural network. This is provided with data at its input layer, and the 
results are delivered at the output layer (von Rimscha 2017: 158). Additional hidden lay-
ers can be located between these two (ibid.). Neural networks are “capable of learning”, 
and can, for example, distinguish between various objects in an image (e. g., lampposts and 
trees) on the basis of rules selected by the network itself (Nürnberger and Bugiel 2016). To 
make this possible, thousands of images of an object simply have to be fed into the neural 
network, on the basis of which the object will be reduced to the similarities in the images 
(ibid.). This enables the algorithm to recognize the object in future images with a high level 
of accuracy (ibid.). 

Types of algorithms

Deterministic algorithms always produce the same result, when given the same input.

Randomized (non- 

deterministic) algorithms 

contain elements of randomness in their results. 

Iterative algorithms define a starting value and then, based on the previously known  

quantities, produce an interim result with each computational step.  

This in turn serves as the basis for the performance of the next  

calculation. 

Recursive algorithms are a special form of iterative algorithm in which at least one  

of the computational steps consists in the algorithm calling itself.

Decision support algorithms are often used in complex expert systems. These systems store large 

amounts of data that are relevant to a specific field of knowledge. Deci-

sion support algorithms are programmed to draw automated conclusions 

from the data analyzed, for example by producing diagnoses in specific 

situations or proposing concrete solutions for problems

Optimization algorithms produce an optimal solution for a problem. Currently, these are used 

in the context of cost optimization, and for waiting-line and transport 

problems, for example (Nahrstedt 2018: 5)
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This development is referred with as “deep learning”: The recognition of an object or pat-
tern, such as an image, is accomplished through a process that goes gradually “deeper”. 
In the beginning, only individual components are recognized, followed in the course of the 
proceeding by entire clusters, and finally by the whole (Mainzer 2016: 110).

A variety of different kinds of “learning” within neural networks can be distinguished, 
including supervised learning, unsupervised learning and reinforcement learning. In the case 
of supervised learning, the network is trained by providing it with predetermined exam-
ples for which the desired result is already known (von Rimscha 2017: 159). The prototype 
to be learned (e.g., the recognition of a pattern) is thus known, and the synaptic weightings 
within the neural network are adjusted by the machine learning algorithm until the activ-
ity pattern of the results deviate from this prototype to the smallest degree possible (Main-
zer 2016: 115). As the process unfolds, each erroneous deviation can be measured against 
this prototype (ibid.). Outputs that deviate from the correct function value result in a cor-
rection by a “teacher” (ibid.: 119). For example, this could be the prototype of a pattern as 
trained (ibid.). 

In the case of a unsupervised machine learning system, by contrast, the learning algorithm 
independently detects new patterns and correlations without making reference to predeter-
mined prototypes (Mainzer 2016: 116). Thus, no target results are predefined, and there is 
no overarching authority such as a prototype or “teacher”. Rather, classification takes place 
spontaneously on the basis of detected characteristics (ibid.). Inside the neural network, 
this takes place on the basis of competition and selection processes between and among the 
various layers’ neurons. A neuron learns when it “wins the competition with the rest of the 
neurons within a cluster. In this way, similarities between correlations and relationships 
are strengthened” (ibid.). 

Reinforcement learning falls between these two learning procedures. Here, as with super-
vised learning, a goal is predefined. However, as with unsupervised learning, the algorithm 
must independently find its way to the goal’s realization. After each partial step toward 
realization of the goal, information about the environment is fed back into the algorithm, 
describing its progress – good or bad – in realizing the predefined goal (trial and error). 
This feedback is then used by the algorithm to optimize the result (Mainzer 2016: 119). 

So-called evolutionary algorithms play a special role among machine learning algorithms. 
Here, the point of departure is the insight that living beings store their design plans in 
their genes, and that the Darwinian law of the “survival of the fittest” comes into play as 
organisms multiply (von Rimscha 2017: 58). This schema is translated into an evolutionary 
algorithm. Evolutionary algorithms use natural evolution as a model. By employing a sim-
ulated evolutionary process, they develop suitable approximation solutions for a predeter-
mined problem (Weicker 2015: 1). The program is not written in detail by a programmer, 
but is instead generated in an evolutionary process (Mainzer 2016:93). In this regard, it is  
 a stochastic, metaheuristic optimization procedure (Kruse and Borgelt 2015: 157). However, 
the application of such algorithms does not necessarily lead to success, because the contin-
gencies of evolutionary algorithms, just as in nature, can lead to mistakes and unsuccessful 
attempts (Mainzer 2016: 94). 

Many of these algorithms are already used today in the provision of health care. For exam-
ple, they are employed in medical image processing for the early detection and diagno-
sis of tumors (Dörn 2018: 352). Another example is the use of algorithms to process vital 
signs and other data in order to identify abnormalities and take immediate countermeas-
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ures as necessary. The underlying data is increasingly provided by so-called health mon-
itoring systems such as sensor technologies, which continuously collect vital data (Dörn 
2018: 353). 

The present report is intended to offer an illustrative overview of various areas in which 
algorithms are being applied within the healthcare sector. In so doing, we will describe 
both current and expected future developments. In addition, we will critically discuss the 
opportunities and challenges associated with these developments. Finally, we will point out 
areas in which additional action and future research are needed. 
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2	 Central research question

This report provides an overview of the healthcare-related areas in which algorithms are 
today being employed, and in which they are likely to be employed in the future. It addi-
tionally examines the functions fulfilled by technology of this kind. It also examines which 
areas of healthcare provision can expect to see improvements thanks to the use of algo-
rithms, and which are likely to experience increased problems. 

In addition, it identifies and analyzes ethical questions associated with the introduction and 
use of algorithms in healthcare both today and in the future, at the individual, institutional 
and societal levels. Sociopolitical problems and questions constitute a further focus. 
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3	 Methodology

With the aim of providing an overview of the diverse areas in which algorithms are 
employed in the healthcare sector, as well as to inform the analysis of the associated  
(ethical) opportunities and challenges, the authors of this study conducted an exploratory 
literature review. This research was conducted between 18 January 2018 and 5 April 2018.  
It entailed a search of two multidisciplinary and two discipline-specific databases, selected 
on the basis of thematic relevance. These included Web of Science and Google Scholar  
(the multidisciplinary databases), along with PubMed (a specialist database for the medical 
field) and PhilPapers (a specialist database for the fields of philosophy and ethics). Search 
terms in both the English and German language were used, such as: “algorithm*” AND 
“health” OR “medic*” OR “clinic*” AND “ethic*”. Given the dynamic pace of technological 
development, the exploratory research was limited to publications which appeared between 
2008 and 2018. Because the overall thematic field is not yet well-structured, we did not 
specify strict inclusion or exclusion criteria for the selection of literature, as this may oth-
erwise have led to the exclusion of important sources. “Gray literature” and reports were 
also evaluated.

Due to the high number of hits in the individual databases, the results were sorted based 
on “relevance” or “best match.” For each database, the first 150 articles were incorporated 
into the analysis. In addition, only publications in Englisch or German were included. 

The selection of literature initially took place after viewing only the title or article abstract. 
Duplicates were manually discarded. When the subsequent examination of the full text 
determined that an article lacked relevance, it was also discarded. If hits deemed to be  
relevant, bibliography lists and other publications by the associated authors were also 
reviewed in search of potentially relevant articles (a “snowballing” process). 

In addition to the literature research in the scholarly databases, the authors carried out 
further exploratory research using various internet search engines such as Google. The aim 
was to identify additional potentially relevant company activities and research projects in 
the area of healthcare-related algorithms. The search terms used for this purpose included 
“algorithm based medical products,” “algorithm health product,” “health machine learn-
ing” and “health deep learning,” among others. The company and research-project web-
sites identified in this manner were then further examined for additional relevant links and 
pertinent literature. 

A total of, 77 publications, including gray literature, were included in the analysis of appli-
cation areas. An additional 40 publications, including gray literature, were considered as a 
part of the normative analysis.
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Following the literature review, various algorithm-based systems in different application 
areas within the healthcare sector were placed into categories. In addition, the opportuni-
ties and ethical challenges associated with the use of algorithms in healthcare were iden-
tified. The authors refered to the general and current ethical discourse, and relied on their 
own critical examination of the topic. In our discussion of individual case examples, we 
additionally classified the opportunities and challenges associated with individual applica-
tion areas on the basis of three ethical levels: the individual, the institutional and the soci-
opolitical.
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4 	Current research fields and 

application areas 

The literature review showed that algorithms are already being used in numerous areas 
within the healthcare sector. In addition, the use of algorithms is being researched and  
further developed in a wide range of application areas. The applications can be grouped  
into the following areas: public health, healthcare provision processes (health services research), 

medical research, prevention, prediction and risk profiling, diagnostic procedures, therapeutic  

procedures, prognoses, rehabilitation, and nursing care. 

Areas of algorithm application

›› Public health: This relates to the science and practice of preventing diseases, extending  

life, and promoting physical and mental health at the population level, taking into  

account the equitable allocation and efficient use of available resources (The German  

Public Health Association 2018.). 

›› Healthcare provision processes (health services research): When speaking of healthcare 

provision processes, this report is referring to logistic and / or organizational operations 

within the healthcare sector. One focus here is on health services research. This refers to 

the scientific study of the care provided to individuals and the population using health- 

relevant products and services under everyday conditions (Working Group Health Services 

Research at the Scientific Advisory Board of the German Medical Association 2004).

›› Medical research: Encompasses all actions that are conducted in a methodologically guided 

manner and are aimed at obtaining insights in the field of the medical sciences (The German 

Reference Centre for Ethics in the Life Sciences 2018).

›› Prevention: Refers to the entirety of all medical measures that prevent, make less probable 

or delay the occurrence of health-related harm (Pschyrembel Online 2018a).

›› Prediction / Risk profiling: Refers to the probability-based forecasting of the likelihood of 

occurrence of specific events or states, such as a disease (Pschyrembel Online 2017).

›› Diagnostics: Diagnostics are medical procedures with a diagnosis serving as their endpoint. 

Such procedures include the collection of the patient’s medical history, the physical exami-

nation, instrument-based methods, laboratory and microbiological diagnostic procedures, 

and differential diagnostic considerations (Braun 2018a). 
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Table 1 in the annex offers an overview of current and future areas in which algorithms 
are being or may be applied in healthcare. In the following sections, we present a number 
of examples of current research fields related to the use of algorithms in healthcare. Sub-
sequently, we offer a short overview of algorithm-based products already in the market 
within selected application areas. 

4.1 	 Research fields – Examples

Diagnostic procedures

In Germany, researchers from the Technical University of Darmstadt (TU Darmstadt) are 
working on algorithms that can accurately detect atrial fibrillation, and thus can improve  
the associated diagnostic procedures.1 To this end, they are working with Happitech, a 
Dutch firm, which has developed an app that enables cardiac arrhythmias to be identi-
fied with the help of a smartphone. This uses the technique of photoplethysmography, in 
which blood vessels are illuminated and examined using the smartphone’s light. The algo-
rithms are able to process and classify the signals measured in such a way as to distinguish 
between a normal sinus rhythm and atrial fibrillation. The researchers train the algorithms 
using thousands of heartbeat patterns for which diagnoses recorded in hospitals were 
available. As a result, they are already achieving accuracy rates of nearly 100 percent. 

At Stanford University in California, researchers have developed an algorithm that ana-

lyzes chest X-rays, thus enabling the diagnosis of up to 14 different diseases. The technol-
ogy employed in this case is a machine learning algorithm that has been trained with more 
than 100,000 thoracic X-ray images. Tests have shown that the algorithm is better than 
human radiologists at detecting a pulmonary inflammation on an X-ray image. This pre-
sents great opportunities for medical practice. In the United States alone, more than 1 mil-

1	 www.innovations-report.de/html/berichte/medizintechnik/signale-des-herzens-tu-darmstadt-entwickelt-
algorithmen-zur-erkennung-von-vorhofflimmern.html; www.spg.tu-darmstadt.de/spg/index.en.jsp

›› Therapeutic procedures This refers to the treatment of diseases, disabilities and injuries. 

The goal of therapeutic procedures is to cure, eliminate or relieve symptoms, and to restore 

physical and mental functions (Pschyrembel Online 2018b).

›› Prognosis: In the medical field, a prognosis is the prediction of the progression, duration 

and outcome of a disease based on scientific knowledge and experience. A prognosis can 

refer to the probability of survival, or sub-areas such as the ability to work (Braun 2018b).

›› Rehabilitation: This refers to the (re-)integration of a sick, physically disabled or mentally 

disabled person into professional and social life (Duden).

›› Nursing care: This term describes activities carried out to support or to promote human 

well-being and survival. Nursing care includes both preventative and immediate care for 

sick, disabled or dying people, along with medical protective custody and caregiving, as 

well as the more general promotion of health and the prevention of diseases (Pschyrembel 

Online 2018c). 

http://www.innovations-report.de/html/berichte/medizintechnik/signale-des-herzens-tu-darmstadt-entwickelt-algorithmen-zur-erkennung-von-vorhofflimmern.html
http://www.innovations-report.de/html/berichte/medizintechnik/signale-des-herzens-tu-darmstadt-entwickelt-algorithmen-zur-erkennung-von-vorhofflimmern.html
http://www.spg.tu-darmstadt.de/spg/index.en.jsp


18

Algorithms in healthcare

lion people every year suffer from pneumonia, a condition that is particularly difficult to 
diagnose on x-rays (Rajpurkar et al. 2017). 

Therapeutic procedures

Researchers from the Fraunhofer Institute for Digital Medicine (MEVIS) have developed 
algorithms that enable a precise analysis of image data from liver patients, which can then be 
used for surgical therapy. The algorithm-based software enables the creation of a detailed 
three-dimensional model of the liver and its associated vascular systems. Through use of 
the algorithms, the optimal surgical incisions can be calculated before an operation, and 
particularly critical sections can be identified. On this basis, surgeons can better plan an 
operation, and patient safety can be significantly increased, as even the tiniest incision 
errors could impair the organ’s functioning (Fraunhofer-Institut 2018).

A team of researchers at the Technical University of Munich is developing and currently 
testing an algorithm that can be used in conjunction with so-called cochlear implants for 
hearing-loss therapy, optimizing the transfer of the acoustical signals transmitted to the 
brain. Those wearing such implants often have difficulties filtering out individual acousti-
cal signals from loud environments such as a mixture of voices. The algorithm developed 
ensures that there is a short time lag associated with the processing of an acoustic sig-
nal. Such minimal time delays are normal with binaural hearing – that is, hearing with two 
ears – and will thus not be perceived by people with the cochlear implants. The initial tests 
have already demonstrated significant benefits associated with the new algorithm. It thus 
offers people affected by hearing loss the prospect of significantly improved comprehen-
sion in complex listening situations (Federal Ministry of Education and Research 2018).

4.2 	Application areas – Examples

Public health

The products of MedAware offer one example from public health. These have the goal of 
identifying physicians’ prescription errors, and accordingly providing the doctor with a warn-
ing.2 To do so, the company uses machine-learning algorithms to process massive amounts 
of data from millions of electronic health records. This captures the prescription patterns 
shown by all physicians in order to determine the “normal” spectrum of treatment. On this 
basis, MedAware creates a mathematical model that describes this real treatment pattern. 
The assumption is that a physician prescription that deviates from this standard treatment 
spectrum has a high probability of being erroneous. 

Based upon this, the firm offers various decision-making aids and risk-management  
tools. One such example is the MedAware Alerting System (MedAS). Whenever a physician 
enters a prescription into the system, this system conducts a real-time evaluation of  
the medication involved with reference to the current patient profile. If MedAS detects a 
deviation from the normal treatment spectrum for patients with similar profiles, the phy-
sician receives a warning notice. The system is also continuously updated with new patient 
data such as blood-test values and diagnoses. The physician additionally receives a mes- 
 

2	 www.medaware.com/our-products/

http://www.medaware.com/our-products/
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sage if new information about a medication comes to light, such as previously unknown 
side effects or drug interactions. 

Healthcare provision processes (health services research)

MedAware also produces the MedAware Risk Management (MedRIM), a decision-support 
tool aimed at improving healthcare provision processes.3 This product is intended to opti-

mize risk-management and quality-control processes, while additionally providing physicians 
with feedback on potentially erroneous prescriptions. The system, which can be started on 
demand or at specified intervals, collects patient and prescription data and uses algorithms 
to compare this with historical data, for instance within a given hospital. If MedRIM dis-
covers outliers, these are flagged for further analysis by an expert. This can help to identify 
the hospital departments with exceptionally high rates of prescription errors, the medica-
tions that are most frequently prescribed erroneously, and even the individual physicians  
prone to a high error rate. On the basis of these results, inadequate processes can be 
improved, and patent safety can be increased overall.

Prevention

Philips Healthcare has developed its IntelliVue Guardian System, an inpatient patient-moni-

toring system, for preventive purposes. 4 The system uses artificial intelligence technology  
to identify crisis situations that may endanger a patient’s life, thus facilitating an early 
intervention. In the product description, Philips Healthcare explains that its early-warning 
system “combines software, algorithms for the support of clinical decisions, and mobile 
connectivity.” Wearable devices play a key role in this regard. For example, a clinician can 
place a wireless device equipped with sensors on a patient’s wrist to track vital signs such 
as blood pressure. The IntelliVue Guardian Solution software then uses machine-learning 
techniques to identify significant changes in the patients’ vital parameters. The algorithms 
employed here have been trained with large datasets containing similar patient data. If 
the algorithm detects a significant deviation, data is transferred to IntelliVue Monitors or 
mobile devices, so that the nursing staff can be automatically notified. 

Prediction / Risk profiling

AliveCor’s KardiaBand™ and SmartRhythm™ products fall into the predictive category.5 
It replaces the original bracelet of the Apple Watch. Here, an FDA-approved electrocardio-
gram (ECG) device is combined with an analysis algorithm that draws on artificial-intelli-
gence technology to monitor heart-rate and activity data using the Apple Watch. Accord-
ing to AliveCor, the system uses an artificial neural network that continually compares the 
detected heartrate with expected future heartrate patterns. If the system detects a heartrate 
and activity pattern that deviates from the expected form, the person is asked to perform 
an ECG. The KardiaBand sensors mounted on the wristband can then immediately perform 
a 30-second ECG, which can for example detect existing cardiac arrhythmias or the signs  
of a threatening heart disease. 

3	 www.medaware.com/our-products/
4	 www.usa.philips.com/healthcare/clinical-solutions/early-warning-scoring/intellivue-guardian-ews
5	 www.mindtecstore.com/Products-and-Infos-about-AliveCor

http://www.medaware.com/our-products/
http://www.usa.philips.com/healthcare/clinical-solutions/early-warning-scoring/intellivue-guardian-ews
http://www.mindtecstore.com/Products-and-Infos-about-AliveCor
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Diagnostic procedures

In the field of diagnostic procedures, NVIDIA and GE Healthcare have jointly developed  
a program aimed at improving the speed and accuracy of computed tomography (CT) scans.6 
With this tool, algorithms are used to identify small patterns of organ damage that are 
often overlooked when physicians examine a scan. By accurately capturing these small 
details, the technology enables faster diagnoses while simultaneously reducing error 
rates. In addition, the time needed to carry out the scan itself is diminished, reducing the 
patient’s radiation exposure. 

Israel’s Zebra Medical Vision, a vendor specializing in machine learning, has developed  
its Zebra’s Radiology Assistant product for similar diagnostic purposes.7 The system can 
automatically analyze computed tomography scans for various diagnostic findings, and for-
ward the results in real time to physicians or hospital systems, as needed. The product is 
intended to help radiologists manage their rising workloads without sacrificing quality. 
According to the company’s statements, Zebra Medical Vision trains its algorithms using 
millions of clinical-image data points, with the goal of enabling faster diagnoses and facil-
itating the parallel capture of multiple diagnostic findings. This process entails the use of 
machine-learning techniques. 

According to the manufacturer, the system can be used for a wide range of purposes, such 
as identifying patients with an elevated risk of cardiovascular, lung or bone diseases, as 
well as other diseases. In March 2018, Zebra Medical Vision additionally announced that it 
had received European Union approval for its algorithm that detects intracranial bleeding, 
a part of its Deep Learning Imaging Analytics platform. This algorithm is meant to detect 
cerebral hemorrhages accurately and with minimal delay, with the aim of offering addi-
tional support to physicians in acute care.8 

The ImmunoXpert™ test produced by MeMed represents another development in the area 
of diagnostic procedures.9 According to the company, this is an innovative in-vitro diagnos- 

tic test designed to distinguish bacteria from viruses. The ImmunoXpert™ test measures 
immune-system biomarkers within blood serum, and uses pattern-recognition algorithms 
to distinguish accurately between these types of infections. This offers the significant 
advantage of possible diagnoses even when the site of infection is inaccessible or unknown. 
The test could significantly reduce the quantity of antibiotics prescribed, because – accord-
ing to the company – one primary reason for the improper administration of antibiotics  
is the clinical difficulty in distinguishing bacterial from viral infections. This leads to  
ineffective treatments and to the appearance of antibiotic-resistant strains of bacteria, and 
results in annual costs of an estimated several billion dollars worldwide. ImmunoXpert™  
is already approved for use within the European Union (CE-IVD certified). 

A company called HeartFlow has developed a non-invasive diagnostic software system for 
patients with coronary heart-disease symptoms.10 For these people, a computed tomogra-
phy (CT) scan is initially carried out; then, if there are signs of arteriosclerosis, for exam-
ple an analysis with HeartFlow is conducted. For this purpose, the system uses the CT scan 

6	 www.techemergence.com/ai-medical-devices-three-emerging-industry-app-li-cat-ions; https://blogs.
nvidia.com/blog/2017/11/26/ai-medical-imaging/

7	 https://us.zebra-med.com/
8	 https://us.zebra-med.com/
9	 www.me-med.com/html5/?_id=11282&did=2466&G=11049&SM=112
10	 www.heartflow.com/

http://www.techemergence.com/ai-medical-devices-three-emerging-industry-app-li-cat-ions
https://blogs.nvidia.com/blog/2017/11/26/ai-medical-imaging/
https://blogs.nvidia.com/blog/2017/11/26/ai-medical-imaging/
https://us.zebra-med.com/
https://us.zebra-med.com/
http://www.me-med.com/html5/?_id=11282&did=2466&G=11049&SM=112
http://www.heartflow.com/
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to create a 3D model of the patient’s coronary vessels. Then, algorithms are used to create 
and analyze an exact 3D model of the blood flow, enabling a calculation of how significantly 
this flow is restricted. The results can be used to determine the subsequent steps in a treat-
ment plan. According to the company, the system is based on the findings of more than 
200 scientific studies on the issue of coronary heart disease, as well as decades of research 
and development. 

Therapeutic procedures

One example of a therapeutic product already on the market is the Sugar.IQ app, produced  
by Medtronic and IBM, which acts as a personal assistant for patients with diabetes.11 By 
means of a small subcutaneous sensor, patients’ blood-sugar levels are sent via Bluetooth  
to their smartphones every five minutes. The system triggers an alarm as soon as the value 
rises above or falls below the individually determined maximum or minimum threshold. 
In addition, the algorithm identifies and analyzes specific patterns of blood-sugar level 
changes, for instance during certain physical activities. This enables improved control of 
diabetes symptoms, as well as targeted adjustments to prescribed treatments. The system 
is based on IBM’s Watson artificial-intelligence technology. 

11	 www.medtronicdiabetes.com/products/%20sugar.iq-diabetes-assistant

http://www.medtronicdiabetes.com/products/%20sugar.iq-diabetes-assistant
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5 	Ethics of algorithms in 

healthcare

Algorithms in themselves are neither ethically good nor problematic. Rather, any assess-
ment of their moral or ethical value 12must take place in the context of their application, 
and must account for their functions across different social contexts (Mittelstadt et al. 
2016; Wagner et al. 2017: 12). In addition, the degree to which relevant principles and values 
are either observed or breached in the course of their development and application must 
be clarified. In healthcare, these principles include above all the orientation toward patient 
well-being; the preservation and promotion of the capacity to make decisions and act on 
them; (informational) self-determination; protection from harm; equality of treatment 
and protection from discrimination; and the fair use of limited resources. In the course of 
developing and using algorithms in the healthcare field, various opportunities and chal-
lenges arise at the individual, institutional and societal levels.

5.1 	 Responsibility at the individual, institutional and societal levels 

Responsibility at the individual level

With regard to the individual perspective, one key set of questions runs as follows: What are 
individuals allowed to do on ethical grounds (ethical permission), what should or must they 
do (ethical imperative), and what is neither required nor allowed (ethical prohibition)? How-
ever, the question of what rights and obligations others (individuals, institutions and society 
as a whole) have toward the individual must also be examined. These questions are particu-
larly relevant when it comes to dealing directly with conflicting interests and values. At the 
individual level, for example, patients may see health benefits deriving from improved diag-
nostic abilities. However, they may at the same time see themselves as being forced to disclose 
a significant portion of their private data. The value of well-being from a health perspective 
may thus come into conflict with the value of personal privacy and individual control over how 
personal data is used. 

Physicians and other healthcare actors, as well as medical researchers, are required in such 
cases to weigh conflicting interests conscientiously, and to safeguard the rights of affected 
individuals. They bear a responsibility for observing ethical principles and values both due 
to their role or function (as physician, healthcare employee, etc.), and to their position as 
an individual.

12	 In academic discussions, the concept of ethics is commonly distinguished from the concept of morality.  
Ethics is usually understood as the critical examination of the phenomena of morality, here used in the sense 
of moral values and conventions. 
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Responsibility at the institutional level

Like individuals, institutions too are actors in the development and use of algorithms. State 
institutions such as data-protection oversight agencies have to ensure that sensitive infor-
mation is protected against unauthorized access. They therefore have different rights than 
do private persons, for example. 

Institutional actors within the healthcare sector, such as insurers, physician associations 
or professional chambers, have the responsibility to create conditions under which health-
care-relevant data is properly processed and used for the purposes of immediate and pre-
ventative healthcare. In doing so, they often face ethical challenges that an individual actor 
would be unable to overcome. Thus, appropriate institutional frameworks are necessary to 
enable individual actors within the healthcare system to deal commensurately with ethical 
challenges.

For example, it is foreseeable that the increased use of algorithms will over time lead to 
fundamental changes in the job descriptions and activity profiles of medical practitioners 
(Amarasingham et al. 2016). At any point at which algorithms achieve better results than 
humans, tasks could accordingly be delegated to such systems in the future. For example,  
if an algorithm achieves better results than human experts in analyzing images for the pur-
poses of early skin-cancer detection, it would seem to make little sense to continue educat-
ing, employing and training staff in the same way as is done today. In this regard, educa-
tion and training institutions also bear a measure of responsibility. As they (further) develop 
their curricula, they must in the future teach the sector’s skilled employees how to use algo-
rithm-based systems, and how to interpret and review the automatically generated results 
(Wang et al. 2016).

The demarcation between individual and institutional responsibility may seem artificial 
at first glance, as it is always people who are acting in the end. However, the distinction is 
relevant. Institutional framework conditions and guidelines structure and guide people’s 
actions in many relevant respects (Göbel 2017: 49). For example, an institution’s guidelines 
might explicitly refer to ethical principles, and structures can be constituted so as to pro-
mote corresponding actions on the part of employees. However, such frameworks can also 
render appropriate action more difficult due to problematic or contradictory instructions. 

Ethically relevant levels

Individual level

The individual  

actor – the individual 

affected person

Institutional level 

Design and organization of  

framework conditions

Societal level 

Political and legal  

decisions,  

social and cultural impact
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Institutional structures can be designed to respond well to ethical challenges, for instance 
because there is a high degree of mutual trust and competency. By contrast, they can also 
be constituted so that individuals have little hope of support from within the institutional 
structures. 

This distinction becomes relevant, for example, with regard to issues of responsibility.  
In the case of a flawed outcome, for example, is the medical professional that used the 
algorithm responsible for the harm caused? Or is it the department or facility that origi-
nally decided to use the algorithm? Are the programmers that developed and trained the 
algorithm responsible? These questions, which may also have legal relevance, cannot be 
answered at the individual level. Rather, it is always necessary here to examine the institu-
tional structures as well. These should be constituted so as to respond to these and similar 
challenges in a reasonable way, making an ethically acceptable solution achievable.

Responsibility at the societal level

Finally, individuals and institutions are a part of society. Thus, the issues identified here 
must also be considered in the context of societal challenges. For example, algorithms are 
used to further several public-health goals, including that of generally improving the pro-
vision of healthcare, and of detecting epidemics as early as possible (Wilder et al. 2018). 
To this end, they are increasingly able to connect and analyze data from entirely different 
areas of life. 

Such analyses could produce various advantages and disadvantages for different societal 
groups. The detection of specific data correlations, for example, can lead to discrimination 
against individual groups. This should be a concern, for example, if algorithms are used 
to examine the influence of lifestyle on the development of specific diseases, with corre-
sponding benefits or penalties for insurance premiums. People that lead a lifestyle asso-
ciated with a higher risk of illness could even be identified by the algorithm and excluded 
from certain medical services (Lippert-Rasmussen 2016).

Here, it is critical to be aware of that norms and standards have already been incorporated 
into the algorithm’s programming with the choice of what data is to be processed, and with 
the design of the rules governing that process (Kraemer et al. 2011; Mittelstadt et al. 2016). 

Core ethical principles and values

›› Informational self-determination

›› Capacity to make and act on decisions (freedom)

›› Protection from harm

›› Protection against discrimination

›› Fair treatment when interests conflict

›› Fair handling of scarce resources

›› Beneficence
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As noted above, algorithms are trained to process very specific types of data. In addition,  
a set of baseline data is employed that is used both as an initial point of departure and as a 
reference norm. This reference may itself already contain some bias, that ultimately deter-
mines the overall performance of the algorithm. 

The broader public has seen an example of this phenomenon in the facial-recognition fail-
ure experienced by a Google photo app. The algorithm used in this application was trained 
using image data that primarily included photos of people with light-colored skin. Due to 
this limited dataset, the program was not sufficiently trained to recognize individuals with 
darker skin colors as people. The automatic tagging function instead referred to them as 
gorillas (Kasperkevic 2015). A false classification of this kind represents an example of dis-
crimination that is in no way ethically acceptable. If it were to occur in a medical applica-
tion, it would wrong people and, in addition, be hazardous to their health.

When it comes to problems touching on mutual respect and safety, individuals and institu
tions are often unable to provide a solution. Societal discourse and political solutions, for 
instance in the form of legal regulations, are needed here. Above all, a sociopolitical consen-
sus must be developed regarding the objectives and purposes that should guide the develop-
ment and use of these new technologies. For example, should algorithms be used with the 
primary goal of reducing healthcare costs? Should it be permitted that algorithms developed 
for healthcare purposes are also used for commercial ends? These and other questions are of 
a sociopolitical nature, and demand corresponding discussions and solutions.

Other questions arise when looking at the technology’s possible impact on future sociocul-
tural developments. Given the new technical possibilities for helping people live health-
ier lives, will new health-related obligations emerge as well? For example, could an obliga-
tion arise to collect one’s own individual vital data, thus facilitating the early detection of 
potential disease risks and reducing treatment costs? These questions too require a broad 
public discussion aimed at creating awareness of possible developments and finding com-
mon answers to current and future challenges. Such answers must satisfy ethical claims by 
observing the core principles cited above – that is, they must promote the capacity to make 
and act on decisions, support (informational) self-determination, protect against potential 
harm and discrimination, and help allocate scarce resources in a fair manner.

5.2	 Opportunities and challenges 

As has been made clear in the previous sections, diverse hopes and expectations are bound 
up with the use of algorithms in healthcare. Some additional specific applications will be 
described and discussed in chapter 6. Numerous current reports on projects engaged in the 
development and use of algorithms in healthcare give the impression that the realization 
of preventive, predictive, diagnostic, prognostic, therapeutic and rehabilitative goals are all 
imminent. Such predictions should be taken with a healthy dose of skepticism. 

Many ideas and projects still have a long road ahead of them before being realized, and 
before they can be practically used in health research and care provision on a quality-as-
sured basis. As in other domains, it is highly unlikely that all projects will succeed, or that 
all expectations will be met. The following presentation of the opportunities and challenges 
associated with algorithms in medicine and healthcare must in this respect be understood 
as a reflection of the field’s expectations, wishes and hopes. It also highlights the chal-
lenges that could be associated with the various applications. Our goal is thus neither to 



26

Algorithms in healthcare

deliver a forecast for the future nor to assess the beliefs and assumptions associated with 
the opportunities and challenges we identify. 

Opportunities

The use of algorithms in healthcare is bound up with fertile expectations, and in some 
cases very great expectations indeed. These include: a significant increase in the speed  
with which health-relevant findings are obtained by researchers and introduced into  
practical care; a significant expansion of the existing knowledge base and the range of 
medical services that depend on it; and an increase in the accuracy of diagnoses and treat-
ment recommendations, along with associated increases in the safety of medical proce-
dures (Dörn 2018: 352; Wired 2017; De Witte 2017). With the automatic processing of a 
variety of health-related personal data comes the hope of developing individualized med-
ical treatments – a so-called precision medicine – while simultaneously reducing health-
care-system costs (IBC 2017: 7; De Witte 2017).

Big-data algorithms

The expectations cited for digitalized medical research and healthcare are primarily asso-
ciated with the potential of using algorithms to process large amounts of data from many 
different sources in a short period of time. These sources include patient records, medical 
research publications, insurance records, real-time vital-sign data from wearable devices 

Opportunities and challenges – at a glance

Opportunities Challenges

Improved early detection of diseases Cannot substitute for human judgment 

Lack of differentiation between correlation and causation

Faster and more accurate diagnoses Lack of control if processes proceed automatically  

(black-box effect)

Safety risks due to complexity and lack of transparency

Improved safety standards Complications with regard to allocating responsibility

Therapies tailored to individual patients Promotion of automatism & threat to  

right to self-determination

Increased efficiency and cost-effectiveness and  

reduction of burden on med. staffers

Bias risks related to how threshold levels are set

Bias risks from insufficiently large underlying dataset

Less susceptible to error than human  

actors (increased patient safety)

Re-identification produces threat to  

informational self-determination rights

Risk of data theft and data misuse

Discovery of correlations in massive quantities of  

data for the purposes of generating hypotheses, 

with ultimate goal of identifying causalities

New professional demands on healthcare  

actors
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and other sensors, and other diverse data generated through the use of digital services such 
as online surveys and social media. All this data can be linked together, evaluated by algo-
rithms seeking specific information, and thus rendered useful for healthcare purposes 
(Deutscher Ethikrat 2018: 63). 

However, the mere availability of a significant amount of data does not in any way guar-
antee that it will be evaluated in a meaningful or useful manner. With respect to big data, 
experts say that current practice often fails to observe customary scientific-research prin-
ciples, and violates the principles of evidence-based medicine (Antes 2016). Critics particu-
larly charge that too little attention is given to the development of a theoretical framework 
to guide the evaluation of the data (Mayer-Schönberger et al. 2013: 70). 

To enable meaningful analysis of the data being made available by advancing digitalization 
in various medical fields, this data must be edited and curated. This task can only be per-
formed by human experts. However, algorithms can provide valuable support. Algorithms 
can be used to facilitate the data analysis; for example, they may be trained and used with 
a high degree of accuracy to process only the data that is necessary to realize a particular 
objective, such as producing a prognosis for a complex disease.

The use of algorithms thus promises to simplify the handling of ever greater and more 
diverse quantities of data, generated in very different medical and extra-medical contexts. 

Swifter, more comprehensive data matching

Improvements are expected particularly from the ability of algorithm-supported systems 
to automatically compare vast amounts of data in very short periods of time. The capabil-
ity of machines here significantly exceeds the corresponding capabilities of human actors. 
On the basis of this kind of data-matching process, algorithms at times achieve the same 
or even higher accuracy levels than human experts in tasks such as the diagnosis of specific 
diseases. Especially with regard to rare diseases, they prove superior to humans in ren-
dering diagnoses (Esteva et al. 2017; Rajpurkar et al. 2017). A variety of techniques such as 
automatic text and image analysis are used in this process. For example, algorithm-based 
image-analysis procedures enable a swift, automated check to be made for potential skin 
diseases. Algorithms can generate diagnosis suggestions on the basis of a photo of the 
affected skin area and a digital questionnaire designed to capture any additional symptoms 
(Dörn 2018: 354).

Algorithms are also already being used to automatically identify drug interactions and side 
effects, on the basis of information from digital patient records and the medical research 
literature (Dörn 2018: 651). Additional algorithm-assisted diagnostic and therapeutic  
systems promising faster diagnoses and more personalized therapies are currently being 
developed. The number of inadequate or unnecessary treatments could also be reduced as  
a consequence of improved diagnostic results.

Consistent performance level and avoidance of errors

Increasingly powerful processors promise significantly accelerated data-processing speeds 
and a more consistent level of performance. While human performance can be impaired by 
fatigue, for example, and is more broadly subject to general fluctuations, computing power 



28

Algorithms in healthcare

functions consistently and reliably, regardless of the time of day or how long the system 
has been in service. The only requirement in this regard is a secure energy supply (Dörn 
2018: 352).

The use of algorithms can correct any possible errors made by overtaxed employees. In this 
respect, algorithms contribute to increased safety in the healthcare system. In addition, 
they can generally serve to reduce workloads in the medical and nursing-care fields. For 
example, algorithms can be used to monitor the vital signs of patients or persons other-
wise in need of care. Aberrations in vital signs as captured by sensors in real time are auto-
matically reported to medical or caregiving staff. In addition, intelligent algorithms can 
automatically detect dangerous situations and trigger an emergency call. Ideally, the time 
gained as a result of such technological support can be used for treating patients (Dörn 
2018: 355), provided staff levels are not reduced.

Assumption of routine tasks

The use of algorithms opens up new opportunities for automated processes in other areas 
too. Many routine tasks, for instance in laboratory medicine, cardiology and radiology, could 
in the future be taken over by algorithms (Rasche 2017: 8). This may relieve the burden on 
skilled workers, thus providing them with time for other activities, but also offers the possi-
bility of reduced healthcare costs due to savings on staff salaries. The accompanying threat 
to job security illustrates the ambivalence that can be associated with digitalization. The 
opportunity to reduce healthcare costs with new forms of automation must be considered  
in conjunction with the associated individual and labor-market policy challenges.

Individualized and increasingly preventative medical care

In the long term, the comprehensive analysis of health-relevant data could make personal-
ized medical care possible (IBC 2017: 7). By combining a broad range of personal health- 
related data such as genetic information, information on lifestyle habits and preexisting 
conditions, therapies could be tailored to the individual person with great precision. The 
hope is that thanks to this individualization, patient care in the future will not only be bet-
ter, but also more cost-effective, given that side effects would be reduced and the chances 
of recovery would be maximized.

In addition, advocates hope that today’s primarily reactive medicine can increasingly be 
replaced by a preventive medicine (IBC 2017: 8). To make this possible, data from a variety 
of sources, such as wearable devices and other sensors, would be combined and analyzed 
with reference to risk factors. Given the risk profile thus determined, a person’s lifestyle 
could be preventively adjusted. If health-relevant values were to fall above or below accept-
able threshold levels, either in the environment or the person’s body, an automatic signal 
could be generated and sent. In such a case, the affected individual would be warned of the 
presence of a health risk before it became a genuine danger to health.

Accelerated transfer from research to practical care – and back again

In addition to positive expectations for medical practice, significant new opportunities are 
forecast within the medical-research field. The greater availability of data and the use of 
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algorithms promises to speed the pace at which data flows between research and practice,  
and to make this exchange more comprehensive. The faster flow of information could take 
place in both directions – from research institutions into the field, and from practical care 
settings back into the research sector. The research process could be given a broader data 
foundation through the automatic analysis of data from the field; similarly, the transfer  
of new research results into practical medical care could be significantly accelerated. In 
imagining this sustainably accelerated exchange between the research and practice sectors, 
experts refer to the emergence of a learning healthcare system (Krumholz 2014).

Challenges

Potential misjudgments of algorithms’ capacities

Given their high speed and ability to process vast amounts of data, the capacities of  
algorithmic systems could easily be overestimated. With regard to the storage and mana- 
gement of data, machine-based systems are systematically superior to humans; moreover, 
the degree of this superiority will presumably continue to increase in the future. However, 
when it comes to evaluating information, they are systematically inferior to humans. 

Human judgement is required in many if not most areas of medical care, nursing care and 
research, for instance when it becomes necessary to balance various risks and opportuni-
ties. As stressed by experts such as Rasche (2017), if there are multiple diagnostic or ther-
apeutic options, each associated with their own advantages and disadvantages, then an 
algorithm can have at most a supporting function. They cannot replace human judgement.  
Thus, when considering algorithm-generated recommendations, it is important to make 
a clear distinction between recommendations and decisions. Digital assistance systems may 
generate recommendations – advice that depending on the quality and quantity of the pro-
cessed data may well have the “character of a qualified second opinion” (Rasche 2017: 8). 
However, they cannot make a decision. This task must always lie with a human being 
(ibid.).

Allocating and distributing responsibility

This also applies to the use of algorithms in systems that automatically administer drugs, 
trigger electrical impulses, or send messages to medical or nursing personnel. An example  
here are sensors implanted under the skin that monitor a diabetic person’s blood values  
and automatically release insulin as necessary.13 In applications of this kind, the algorithm 
to a certain extent seems to be independently “deciding” whether, when and how much 
insulin is to be administered. Yet the decision is based on and determined by the program-
ming and the function settings. In other words, humans are making the decisions – in this 
case the programmers, patients, physicians, nursing staff and perhaps even other people  
involved. However, the system’s programming, use and choice of settings could have  
ethically and legally problematic implications, particularly with view to the allocation  
of responsibility. 

13	 www.medtronicdiabetes.com/products/minimed-670g-insulin-pump-system

http://www.medtronicdiabetes.com/products/minimed-670g-insulin-pump-system
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Responsibility for errors and the problem of insufficient transparency

An algorithm can obviously cause harm if damage is produced by qualitatively poor or  
outright faulty programming or use. However, it would be strange to suggest that the algo-
rithm itself is responsible for the harm in the literal sense. Even very sophisticated algo-
rithms are unable to take on responsibility. They are unable to engage in morally responsi-
ble decision-taking. Only humans are able to do this. Hence, if harm occurs due to the use 
of an algorithm, those who were involved in the technology’s programming and application 
decisions are responsible. However, given the often large number of people participating in 
such decisions, there is some question as to who specifically is responsible for which factors  
and errors (Mittelstadt et al. 2016). Is it the programmer, the institution that is offering the 
system, the treating physician or perhaps even the patient? As yet, this question remains 
unresolved. Answering it is an increasingly urgent task given the growing use of algorithms.

The problem of allocating responsibility is complicated still further by technical aspects of 
the issue. This is particular true with regard to the transparency of data-processing rules, 
and the associated practical opportunities afforded to clinics and other users to assume 
responsibility (Mittelstadt et al. 2016). In order to be able to make decisions, individuals  
must first have access to sufficient relevant information and practical knowledge relating  
to the subject at hand. However, even for computer scientists, the ways in which algo-
rithms function are at times difficult and at times even impossible to comprehend in full 
(European Group on Ethics in Science and New Technologies 2018). In the event of an error, 
it may be that due to the so-called black-box effect, neither the user nor the computer sci-
entist can detect its origin precisely. This renders the analysis of possible failures signifi-
cantly more difficult, or perhaps even impossible, and risks a loss of control (Jaume-Palasí 
and Spielkamp 2017). 

In this regard, semi-supervised or unsupervised machine learning are prone to raise  
problems. The individual steps of such processes are often not fully comprehensible even  
to computer scientists and programmers. Should the algorithm function incorrectly, 
humans would thus be unable to identify the element that is causing the behavior. Even 
in the case of supervised-learning algorithms, questions arise regarding transparency and 
the allocation of responsibility, for instance between individual programmers and users. 
Algorithms of this kind are used to filter and process information. In so doing, they influ-
ence human decisions. A data-processing failure can as a consequence lead to erroneous 
human decisions, for instance if information relevant to the decision is classified as irrele-
vant. If experts rely on the capabilities of an algorithm of this kind, factors relevant to the 
decision might easily be overlooked. In the worst case, even the awareness of the possibil-
ity that decision-relevant information could be overlooked by an algorithm is lost (Mittel-
stadt et al. 2016).

Consent to automated processes

It must be borne in mind that the use of automated systems is bound by the informational  
and consent requirements that hold more generally with regard to medical procedures 
(Sect. 630e BGB). For example, a system using sensors to monitor a patient’s vital signs, 
with an algorithmic component that automatically detects values over or under specific 
medical threshold values and accordingly sends a message or even triggers delivery of a 
drug, would require the patient’s consent. Otherwise, it would violate the patient’s personal 
rights and even (in the case of drug administration) bodily integrity.
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Automatic generation of spurious correlations

In addition to the challenges noted above, limitations to algorithms’ capacities due to the 
current state of digital development must also be considered. While these constraints may 
well be overcome in the course of future technological development, expectations regarding 
currently available systems should not be exaggerated.

As noted above, many of the current challenges stem from the fact that digital systems 
cannot distinguish between correlations and causalities (Fasel and Meyer 2016: 9; Wagner 
et al. 2017). For example, an algorithm programmed to compare data respectively on alco-
hol consumption and cardiovascular diseases may indicate a relationship between the two 
variables. However, it does not mean that the relationship is one of causality. In fact, it may 
be no more than a spurious correlation. In this regard, exaggerate reliance on automatic 
analysis of large datasets can lead to wrong conclusions and systematic fallacies. 

While some data set seems to indicate that people who, for instance, regularly drink high-
priced red wine have a reduced risk for the development of cardiovascular diseases. The 
presumption that the lower incidence of cardiovascular diseases in consumers is caused 
by such wine could be false. The two factors are correlated with one another – but a causal 
relationship is in no way certain. In this case, for example, it has been shown that people 
who can afford to purchase expensive wine are exposed to lesser amounts of social stress 
due to their income-derived status, and that this may be a causal factor for a decreased risk 
in terms of cardiovascular diseases (Mortensen et al. 2001).

Human researchers can recognize such relationships due to their capacity to create hypoth-
eses and their grounding in other areas of knowledge. An algorithm cannot do so. In short, 
a human expert makes distinctions on the basis of hypotheses and theories that are regu-
larly adapted to the demands made by the course of scientific progress. Algorithms are cur-
rently limited in this respect (Antes 2016).

Distortion of results due to bias-related phenomena

Additional challenges are associated with the so-called bias phenomenon. In this context, 
bias refers to a condition in which an algorithm’s data-processing rules lead to systematic 
distortion or one-sidedness. For example, algorithms are used to automatically analyze and 
classify cell samples with regard to specific disease markers (Kraemer et al. 2011). In many 
cases, such a classification will be unambiguous. In other cases, however, the assignment 
can be uncertain. For these instances, a threshold must be set that determines whether a 
cell sample will be labeled as relevant to the disease or not. Setting a norm or threshold of 
this kind requires to decide which outcome is preferable: that a system potentially produces 
false positive alarms, or falsely negatively labeled samples (ibid.). 

A bias may also be created by the fact that an algorithm is operating with inadequate 
underlying data. This may either be because the algorithm – as in the above-cited exam-
ple of Google’s image-recognition algorithm – was trained with insufficient or especially 
one-sided datasets. Alternatively, it may also be due to the incompleteness or contradic-
tory nature of the datasets being used as the machine-learning algorithm is applied. At 
this point in time, health-relevant data has often been collected only incompletely. Data in 
patient records, for example, is often coded poorly or inconsistently, and the information 
itself incomplete.
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Such shortcomings have an impact on the performance of algorithms, as they are unable to 
evaluate such data, or can do so only in a flawed manner. The fact that there may be a large 
amount of data available relating to certain groups of people, and comparatively little for 
others, may produce additional imbalances in the underlying data. Patients in hospitals 
that already work digitally, for example, produce more data than those in less fully digital-
ized facilities. An asymmetry of this kind can also lead to bias (De Laat 2017).

Bias-related errors can significantly impair the reliability of systems for practical use.  
The analyses generated are necessarily either incomplete or even incorrect. The opportunity  
noted above – that the use of algorithms will significantly improve the safety and reliability  
of healthcare services – is thus valid to only a limited extent today. It remains to be seen 
whether the problems caused by various types of bias can be overcome in the foreseeable 
future.

Inadequate data-collection and data-exchange standards

Digital content can ultimately be processed in an automated or semi-automated way only 
if a sufficient degree of interoperability between different systems is in place. It is hence 
important to develop and establish common data-exchange standards (Hahn and Schreiber  
2018: 340). For the time being, this area shows some significant shortcomings. This is 
true at both the technical and the user level, for example with regard to the collection of 
data and the degree to which it is coded appropriately in patient records. On the technical 
level, fast and reliable data connections (“telematics infrastructures”) must be established 
nationwide; without these, algorithm-supported systems will not be able to function prop-
erly. At the user level, the use (and ongoing improvement) of such systems is dependent  
on data being correctly entered and retrieved (Amarasingham et al. 2016). 

These systems in turn create new individual and professional challenges. Healthcare profes-
sionals may have to acquire new technical knowledge and agree on common standards, for 
example for doctor's referrals and laboratory data.14 Engineers and programmers face the 
challenge of designing systems in a user-friendly way (Rüping 2015). To do so, they need 
information on how the users typically use the systems, what challenges they experience, 
and what mistakes they typically make. Only once this knowledge is acquired can algorithm- 
supported systems be designed to be used securely and in a manner fulfilling their intended 
purpose. 

In practice, this constitutes a further challenge: specifically, initiating a cooperative ven-
ture or dialogue of this kind, and then if necessary creating uniform standards for this as 
well. However, this cooperative effort is already being bolstered by a variety of support 
mechanisms. For example, in the context of a medical informatics initiative, the German 
Federal Ministry of Education and Research is supporting diverse interdisciplinary consor-
tia working on projects of this nature.15  
 
 

14	 Thomas Kriedel, a board member of the National Association of Statutory Health Insurance Physicians  
(KBV), addressed both of these issues in a May 2018 meeting of the organization’s representatives:  
www.aerzteblatt.de/nachrichten/94956/Einfuehrung-der-Tele%C2%ADma%C2%ADtik%C2%ADinfra%C2%
ADstruk%C2%ADtur-hakt-weiterhin

15	 www.medizininformatik-initiative.de/

http://www.aerzteblatt.de/nachrichten/94956/Einfuehrung-der-Tele%C2%ADma%C2%ADtik%C2%ADinfra%C2%ADstruk%C2%ADtur-hakt-weiterhin
http://www.aerzteblatt.de/nachrichten/94956/Einfuehrung-der-Tele%C2%ADma%C2%ADtik%C2%ADinfra%C2%ADstruk%C2%ADtur-hakt-weiterhin
http://www.medizininformatik-initiative.de/


33

Algorithms in healthcare

The problem of data anonymity and security

Further issues occur in the course of the exchange and processing of sensitive health 
related data (Abouelmehdi et al. 2017). For example, when recording data, treating phy-
sicians or nursing staff members may fail to exchange data exclusively in a properly 
encrypted way. In addition, there may be uncertainties regarding the circumstances in 
which medical institutions are allowed to pass on healthcare data to programmers or  
medical-sector computer professionals. Powles and Hodson have analyzed a case in which 
managers of a British hospital passed on a significant quantity of patient data to DeepMind, 
a company that used this data for the development of a clinical analytics tool (Powles and 
Hodson 2017). The research was neither aimed at any individual diagnostic nor did it pro-
vide any therapeutic benefit for the affected data subjects. Moreover, the patients’ privacy 
rights were infringed (ibid.). 

With regard to the sharing and processing of personal data for research purposes, algo-
rithms can generate an additional problem: The anonymization of personal data is becom-
ing difficult. It is becoming increasingly feasible to re-identify a person even in the case  
of data that has supposedly been completely and comprehensively anonymized. Many 
experts already assume that anonymization can no longer be guaranteed (Mittelstadt and 
Floridi 2016).

Personal data can also be used for purposes that do not benefit the data subject. This is 
obviously true in the case of data misuse that directly harms the individual in question,  
for example because the knowledge obtained about the person is used against him or her, 
perhaps through the rejection of insurance coverage. While maybe less obvious, it is just as 
relevant if personal data is used for legal purposes without appropriate authorization by the 
individuals involved. This too would constitute misuse. 
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6	 Application scenarios

In the following sections, we will again focus on opportunities and 

challenges, this time in the context of concrete application scenarios. 

The selected examples are derived from current research and practice. 

They include such varied applications as the use of algorithms to analyze 

social-media image content in order to predict depressive disorders, 

the use of algorithms in clinical decision-support systems, and the use 

of algorithms in monitoring systems designed to allow elderly people 

and other individuals needing care to live as long as possible in their 

accustomed environments. Each field of application produces specific 

opportunities and poses its own challenges.



37

Algorithms in healthcare

6.1  
Prediction of 
mental illnesses 
among social-
media users
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Social-media sites such as Facebook or Instagram are used today by hundreds of millions 
of people worldwide. A huge amount of new content in the form of photos and comments 
is produced on these platforms on a daily basis (see Statista 2018). This content is also 
potentially of interest for medical research purposes. For example, studies have shown that 
depressive people prefer dark- and gray-toned colors in photographs, and often engage 
in only limited social contact (Carruthers et al. 2010; Bruce and Hoff 1994). Based on these 
observations, Reece and Danforth (2017) proposed a method by which depressive episodes 
could be recognized early on the basis of an automated analysis of photographs published 
on Instagram. 

The authors’ objective was to identify specific markers of depression in posted photos with 
the help of an algorithm. To this end, the researchers investigated the hypothesis that the 
uploaded photos and other metadata of Instagram users with depression could be reliably 
distinguished from the contributions made by healthy users. In addition, they also hypoth-
esized that Instagram postings by users with depression uploaded even before their first 
clinical diagnosis could be reliably distinguished from those uploaded by healthy users. 
This hypothesis is particularly interesting, because the behavior of a user who is aware of 
his or her condition could be influenced by this knowledge. For example, awareness of this 
kind could even have an impact on the person’s self-presentation on Instagram.

In order to verify their hypotheses, Reece and Danforth (2017) used machine learning tech-
niques in conjunction with image-processing tools, extracting certain characteristics from 
the images. In selecting markers for their analysis, the researchers focused on image char-
acteristics that had proved to be reliable predictors of depression in previous studies. 

These characteristics included, among other features, the presence and number of people 
in a given photo. These qualities were analyzed with the help of a facial-recognition algo-
rithm, and served as an indicator for the participating study subject’s level of social activ-
ity. The authors were also interested in the location that the photo had been taken in (e.g., 
inside or outside). Additional pixel-level qualities were also recorded, such as average color 
levels and brightness. In addition, the study captured characteristic of social-media sites, 
such as whether other users had commented on a photo, and how many “likes” it had 
received. The authors also examined elements of each subject’s usage behavior, such as  
the frequency with which they visited and used Instagram.

The underlying data for the model incorporated 43,950 photos posted by 166 Instagram 
users, 71 of whom had been diagnosed as depressive. The recruitment took place through 
Amazon’s Mechanical Turk online marketplace. The Center for Epidemiologic Studies 
Depression Scale (CES-D) was used to identify the extent of potential participants’ depres-
sion. Healthy participants were further examined in order to ensure they showed no signs 

Social media

Usage behavior
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of depression. Suitable participants were subsequently asked about their use of Instagram  
up to that date, and were requested to log into their Instagram accounts using an app 
embedded in the survey so that they could share their data with the researchers. 

The results of the study confirmed both hypotheses cited above. With regard to the image 
characteristics, for example, it was shown that the photos posted on Instagram by depres-
sive patients were more likely to have blue, grey or dark tones, and clearly received fewer 
“likes”. Depressive users additionally tended to filter out all colors from their photos, while 
at the same time showing an aversion to artificially brightening the images. Moreover, the 
photos uploaded by depressive users rarely depicted multiple people.

In order to test the accuracy of the predictive model, the researchers compared these 
results with the data contained in a comprehensive meta-analysis (Mitchell et al. 2009).  
In this previous study, the authors had reviewed 118 studies that analyzed the degree to 
which general practitioners were able to correctly diagnose depressions in their patients 
without the help of surveys or other measurement instruments.

Overall, Reece and Danforth's model (2017) showed notably better results with regard to  
the diagnosis of depression than did general practitioners carrying out in-practice diagnoses  
without the help of measurement instruments. The algorithm correctly detected the pres-
ence of depression in a majority of the patients solely on the basis of the photos uploaded 
to Instagram, while more than half of the general practitioners’ diagnoses were false pos-
itives. This means that the physicians falsely diagnosed a considerable number of healthy 
patients as depressive. According to the researchers, the algorithm’s predictive power could 
significantly be improved if the features of the text posted by users were also analyzed.  
The authors note that text analyses of this kind in previous studies have already proved suc- 
cessful in recognizing various health-related and psychological signals in social networks. 

Opportunities

Mental illnesses are considered to be the fifth-largest factor in the “Global Burden of  
Disease” (Whiteford et al. 2013). Promoting mental health is accordingly one of the central 
objectives of healthcare. This is also emphasized by the World Health Organization (WHO) 
in its current Mental Health Action Plan 2013–2020. Among other goals, this document 
calls for improvements in the monitoring of population health, in order to identify peo-
ple at risk of developing diseases as early as possible, and help them to the greatest extent 
possible (WHO 2013). 

Algorithms can contribute to such a monitoring process, and thus also to a reduction in  
the global disease burden. In this case, the algorithm described falls into the “predictive 
analytics” domain. Tools of this kind are defined by their ability to make real-time predic-
tions about probable future events (Cohen et al. 2014). The results of recent studies, such  
as that by Reece and Danforth (2017), indicate that predictive analytics could also be used 
to identify signs of depressive disorders through the automated monitoring of social-me-
dia sites. The identification hereby takes place extremely quickly – as soon as any con-
tent is posted – and, as Reece and Danforth note, is also typically more reliable than, for 
example, general practitioners who make a first diagnosis without aids such as question-
naires. At least in comparision to this approach, the algorithms generate significantly 
fewer false-positive diagnoses. It is not clear from the project description whether fewer 
false-negative diagnoses were also rendered. Thus, it could be that the algorithm produces 
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less convincing results in this respect. However, both features – real-time predictions and 
the avoidance of false-positive diagnoses – open up opportunities for improved care for 
people with mental illnesses.

Avoidable late diagnoses or misdiagnosed mental illnesses are not only a burden on the 
individuals, but also place extra strain on the healthcare system and the insurance mecha-
nism’s shared-risk pool. According to Germany’s National Association of Statutory Health 
Insurance Funds (GKV-Spitzenverband), expenditures by the country’s statutory health- 
insurance organizations for the treatment of mental illnesses totaled around €9.7 billion in 
2016 (Wissenschaftliche Dienste Deutscher Bundestag 2017). Undiagnosed, depression can 
worsen to a point at which the sufferer’s life is in danger. On the other hand, false-positive 
diagnoses may cause superfluous examinations and lead to unnecessary therapies. These 
latter translate into unnecessary burdens for the individuals in question as well as avoida-
ble costs for the healthcare system (Reece and Danforth 2017). 

In addition, existing offerings could be expanded up to and including large-scale screen-
ings (ibid.). Previous analysis procedures, particularly those requiring technical support, 
have been comparatively expensive, and often reach only a small portion of the group at 
risk. The use of predictive algorithms applied to content that is already widely shared on 
social-media sites opens up fundamentally new perspectives in this regard. Social-media  
sites are increasingly used by people belonging to many different population groups. This 
circumstance makes it possible to reach people who cannot be reached using previous 
approaches to care. For example, this includes people who, due to a lack of knowledge or 
a feeling of shyness, do not make contact with institutions or other providers offering the 
needed medical or psycho-social services. 

The use of algorithms could also promote the improvements to mental-health care called 
for by the WHO on a global level. In many regions of the world, mental-health services are 
severely underfunded or simply unavailable. However, social-media sites are frequently 
used even there. The use of predictive algorithms for the early detection of mental illnesses 
such as depression would therefore be conceivable there as well, at least in principle (ibid.).

The opportunities cited are still associated with numerous challenges that must be con-
sidered from the individual-ethics and institutional-ethics perspectives, as well as from the 
societal and sociopolitical perspectives. The distinction between these perspectives is not to 
be understood as extensional in the sense of connoting three different applied ethics (with 
separate subject areas). Rather, in accordance with the points noted in chapter 5, it ref-
erences three perspectives of responsibility that are neither reducible to one another nor 
eliminable (Göbel 2017: 49; Gutmann and Quante 2017: 105).

“Predictive analytics”

Avoidable costs

Global application possibilities

Quality of care Monitoring
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Individual-ethics challenges

From the perspective of individual ethics, it is necessary to ask who or what group of  
people, under which circumstances, would be allowed to use or possibly even should use 
a predictive algorithm for the analysis of social-media content. The user that posted the 
content? Their contacts? Exclusively psychologically trained professionals and physicians? 
Other entities that have an interest in being informed about possible depressive disorders 
at an early stage, such as employers or insurance companies? 

In addition, it is necessary to ask what rights or obligations arise from the use of such pre-
dictive algorithms. From an ethical point of view, might social-media users have not only a 
right, but also an obligation to allow their own content to be analyzed for possible mental- 
illness risks? After all, it could be argued, not only could mental suffering be diminished  
as a result of such early detection, but treatment costs too could be reduced. Or are social- 
media users alone entitled to decide whether their content is to be analyzed by predictive  
algorithms for mental-illness risks? In our society, this latter question would clearly and 
emphatically be answered in the positive, with reference to the right to informational 
self-determination (grounded in Germany in the Federal Data Protection Act (BDSG) and 
the EU General Data Protection Regulation (GDPR)). 

This right refers to a core ethical principle within our society: the principle that every person  
has a right to privacy. The protection of personal privacy is a political cornerstone of free 
democratic societies, and is enshrined at various levels, often in the form of legal provisions. 
Examples include Article 8 of the European Convention on Human Rights, which according 
to the prevailing legal interpretation also incorporates the right to informational self-deter-
mination and the protection of personal data (European Convention on Human Rights 1950, 
current 2010 edition; EGMR 26.3.1987 – 9248/81). 

The right to the protection of personal privacy also applies when dealing with health  
matters, perhaps even to a particularly great extent (Schaar 2016). The use of predictive 
algorithms for the automatic analysis of content posted on Instagram or similar platforms 
would raise a number of questions regarding the protection of personal privacy. In the con-
text of studies such as that by Reece and Danforth, users are informed and provide consent 
for their image content to be retrieved and analyzed. However, if procedures of this kind 
were to find their way into general healthcare practice, such consent would not be in place. 

The automated evaluation of social-media content with predictive intent thus represents  
a highly problematic violation of personal privacy and the right to informational self- 
determination (Guntuku et al. 2017). This is true regardless of whether the content in ques-
tion (images, etc.) has been posted in public forums or not. As a general rule, social-media 
users do not expect their data to be surveyed and analyzed for medical purposes. The pub-
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lic they are reaching out to is constituted by other social-media users, not medical profes-
sionals. Particularly in sensitive areas such as mental health, the scientific analysis of pub-
licly accessible data is thus ethically problematic. This holds regardless of whether the data 
has not been, or has been only insufficiently anonymized. However, this all also applies if 
the data has been collected “only” with the intention of training an algorithm (Conway and 
O’Connor 2016). Even participants in the Reece and Danforth (2017) study expressed some 
discomfort about sharing their Instagram data with the researchers. Several subjects who 
had initially wanted to participate in the study ultimately decided against releasing their 
data, declining to participate due to concerns about personal-privacy protections (ibid.). 

If the predictive algorithm were to be put into practice, it would be necessary to obtain  
the consent of the individual users on the platforms involved. One possibility might be  
an additional settings option that enabled users to decide whether the algorithm would  
be used; this might also indicate whether the users themselves and / or other people should 
be informed if the algorithm found the typical signs of an emerging depressive disorder.  
A solution of this kind might seem plausible at first glance. However, it would in practice  
run a high risk of failing due to internet users’ typical patterns of behavior. Most social- 
media users agree to useful-sounding offers all too quickly, without being fully aware of 
the consequences. 

In addition to reasons of principle, the right of informational self-determination also 
serves to protect people from harms or wrongs caused by other parties using information  
relating to them. Predictive algorithms for the detection of mental health issues could be 
used by employers to obtain information about a person’s capacity to cope with stress, 
for example (Guntuku et al. 2017). Already today, some employers visit publicly accessible 
social-media accounts in order to develop a more comprehensive picture of job applicants 
(Büttner 2016). If a job application were to be rejected from consideration due to an anal-
ysis of social-media accounts, despite the person’s professional suitability, the applicant 
would have been harmed in terms of her interest in the job offer.

People with mental illnesses or an increased risk of illness also may face discrimination  
and stigmatization outside of professional contexts. The individuals in question could 
therefore suffer significant harm if the information obtained using the algorithm were to 
be disclosed. While this would certainly be true if the information was retrieved without the 
knowledge of or against the will of the affected individual, other situations could also be 
problematic. 

Even a supposedly voluntary disclosure of such information should be viewed very critically 
(Bauer et al. 2017). Social-media sites are often used in the company of other people, and 
the posted content is often viewed alongside others at school or in a cafeteria, for example.  
This aspect is of interest when considering the question of whether and how the users 
themselves should be informed about the results of the algorithmic analysis. An automatic 
notice providing information about the mental state of an Instagram or other social-media 
user could easily lead to a situation in which other people also obtained information about 
that mental state. However, even preferences preventing the automatic display of such  
a notice could in practice fail to provide effective protection. It is anything but unlikely  
that – if confronted with social pressure – even users who know better might request  
such information or authorize its provision in the presence of third parties (ibid.).
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Institutional-ethics challenges

One important criterion for the legitimacy of institutional action is the ethical legitimacy  
of the objectives. The widespread deployment of predictive algorithms could effectively 
support healthcare institutions in fulfilling their social mandate. If the early recognition  
of depressive disorders was rendered more effective, it could contribute to improvements  
in care for people with mental illnesses (Reece and Danforth 2017). However, this would 
only be true if the algorithms employed for this purpose were embedded within a compre-
hensive care concept. Taken on its own, the simple use of algorithms here would not suf-
fice. Due to their social mandate and associated welfare obligations, institutional healthcare 
actors have a responsibility not only to shape the framework conditions governing access to 
new diagnostic opportunities, but also to make appropriate therapeutic offerings available. 

Simply informing social-media users about their risk of illness, without also making 
appropriate therapeutic services available, would probably do more harm than good. The 
automatic provision of information about a potential depressive disorder, if not embedded 
in additional related informational materials and not delivered by a trained psychological 
professional, would be more burdensome than helpful for the affected individual. At worst, 
this could intensify existing mental problems by producing uncertainty, especially if the 
individual declined to seek professional help. Thanks to the algorithm’s “external percep-
tion” or categorical grouping, the user’s self-image could be influenced in such a way as 
to trigger self-reinforcing feedback loops (Cornford et al. 2007). The diagnosis itself might 
thus intensify the problems that are meant to be addressed. 

In addition, it should not be assumed that users in general want to be informed about 
a possible depressive disorder. Automatically generated information about a potential 
impending depressive episode is the equivalent of an unsolicited diagnosis. However,  
in health matters, as long as no other person is in danger (for example, through a risk of  
contagion), there is a right not to know. Everyone should be able to decide for themselves 
whether and how they want to be informed about health risks (Conway and O’Connor 2016). 
Users should thus be able to decide for themselves whether they are to be informed about 
their risk of a depressive disorder. 

Healthcare institutions face the challenge of creating framework conditions and structures  
that enable the use of predictive algorithms to be managed and monitored in a professional, 
ethically proper manner. In addition, there is an institutional responsibility to ensure that 
no unauthorized persons gain access to the content and results of the algorithm-based 
analyses. Institutions must shape the conditions of access and use for predictive algorithms 
in the interest of the users. From an institutional-ethics perspective, it is therefore critical 
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to clarify who should be provided with algorithm-supported access to information about 
the mental states of social-media users.

The possibilities opened up by predictive algorithms are also generating considerable inter-
est beyond the medical sector. According to estimates cited by Bauer et al. (2017), global 
investment in the field of automated emotion detection and analysis will make this a 
$ 22.65 billion market by the year 2020 (MarketsandMarkets 2016). The goal of such invest-
ment is both to detect and manipulate emotional states. For example, one objective is to 
make advertisements more successful, placing them so that they speak to viewers’ emotions  
in a more direct, personalized manner, and thus trigger the impulse to buy. This kind of 
attempt at manipulation is legal; however, it runs contrary to the ethical principle of pro-
tecting and promoting self-determination (Glenn and Monteith 2014). Experts such as Bauer 
et al. (2017) have called for clear boundaries to be drawn in the use of algorithms of this 
kind: “There must be a clear distinction between the algorithmic findings from the practice 
of psychiatry, and commercial findings for profit, even though similar analytic approaches 
are used.” 

Algorithms that provide information about mental states or tendencies thus raise the  
question of how to approach a possible “dual use” technology – that is, an application that 
pursues not only ethically desirable, but also morally problematic goals. The question  
cannot be addressed at the individual level. Rather, it must be approached at least at the 
institutional level. Individual institutions have already experienced the fact that software  
offered with positive intentions can be associated with significant safety risks when 
brought into practical use. Algorithms offering early detection of depressive moods, for 
example, could also be used by scammers or hostile individuals to find people who might 
be particularly easy to victimize. The “Samaritans Radar” app, for example, was originally 
developed to help with the early detection of depressive disorders. Briefly deployed in a 
social media environment in 2014, it was deactivated after only a few days due to security  
concerns. They related to the fact that knowledge of a particularly vulnerable emotional 
state can also be used by stalkers and internet trolls in order to inflict further harm on the 
person in question (Samaritans 2014). 

Further challenges could arise when public and private actors, each with different interests 
and areas of focus, begin to work together. Instagram, for example, is a privately owned 
company. While private entities may indeed be interested in improving healthcare services,  
they are not providers of healthcare services operating within an institutional framework  
designed for that purpose. Commercial providers may also have an interest in collecting  
information about the emotional state of users on Instagram and similar platforms in order 
to improve their products or create more successful advertisements. It seems improbable 
that algorithmically obtained findings regarding emotional states will be used exclusively 
for predictive-medicine purposes (Bauer et al. 2017). (Public) healthcare service providers 
may ultimately engage in cooperative ventures with (private) commercial algorithm pro-
viders; this then raises the question of whether and if necessary what conditions of use are 
needed to safeguard users’ rights (particularly the right to informational self-determina-
tion and the protection of personal privacy). 
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Sociopolitical challenges

The algorithm-assisted analysis of social-media content also presents a challenge at the 
societal level. This is mainly due to the fact that such an activity systematically blurs the 
demarcation between healthcare and other areas of life. The question is whether this mix-
ing of different spheres (photo sharing, prediction of mental illnesses) might promote a 
medicalization of everyday life (Gadebusch et al. 2017: 95 ff.). A medicalization of this kind 
would be problematic insofar as health – including mental health – is widely recognized  
as a major societal good, but by no means the greatest such good. Health as a good stands 
in competition with other societal goods such as personal privacy or freedom, for example. 

The use of predictive algorithms on social-media platforms such as Instagram raises the 
issue of a possible shift of social values. Would it be an overemphasis of the value of health 
if predictive algorithms were used in areas of life not previously associated with health 
matters? What societal consequences might arise as a result? Could new health obligations  
possibly develop? For example, a general duty to have one’s social network postings checked  
for signs of mental illness? How likely is it that such a readiness to be screened by an algo-
rithm could be seen as responsible health behaviour, while refusal to do so would be seen 
as health neglect? These questions regarding potential societal developments cannot be 
easily answered today. However, it is critical to be sensitive to questions of this nature;  
it will ultimately be similarly important to hold a societal debate on how to handle these 
new possibilities.

New health-related obligations

Medicalization of life

Shifting social values
Personal privacy Freedom
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6.2  
Voice as an 
indicator of 
mental illness 
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When investigating non-verbal manifestations of mental disorders, past studies typically 
employed expert analysis of facial expressions, gestures, and gaze as well as voice patterns 
(Scherer et al. 2013). However, these investigations can be time- and cost-intensive. Fur-
thermore, today’s screening technologies for mental illnesses are primarily based on filling 
out questionnaires. These often provide only a very rough assessment of a person’s mental  
state. Moreover, the questionnaires do not take any quantitative or qualitative information  
about non-verbal behavior into account (ibid.). Newer approaches thus examine voice 
recordings in order to identify possible indicators of mental illness (ibid.). For example,  
Scherer et al. (2013) have developed a machine learning algorithm that investigates 
voice-quality characteristics as indicators of the presence of depression or post-traumatic 
stress disorder (PTSD). 

The researchers’ objective was to facilitate the development of automated techniques for 
the early recognition of mental illnesses, to be used in combination with structured ques-
tionnaires and a quantitative analysis of non-verbal behavior. The information collected 
from the questionnaires, in combination with the automatically analyzed and quantified  
behavior, could make the diagnosis process more effective. To this end, the authors exam-
ined the potential of a small number of parameters as indicators of mental disorders. 
The aim was to induce specific patterns of behavior in the persons being examined. The 
researchers referenced in particular a meta-analysis showing that study subjects suffer-
ing from depression showed reduced affective reactions to positive emotional stimuli and 
stronger affective reactions to negative emotional stimuli in comparison to control-group 
participants (Bylsma et al. 2008). 

The underlying training data for the algorithm was made up of semi-structured inter- 
views with 43 participants at the University of Southern California in the United States.  
It was a so-called Wizard of Oz experiment, in which the study subjects believed they were 
communicating with a purely virtual figure or an artificial intelligence; in fact, the system 
was being controlled by a real person. This allows a finished virtual system to be simulated 
realistically and adapted to the reactions of the study subjects during development. Before 
the interviews, the study subjects filled out the PTSD Checklist - Civilian Version (PCL-C),  
a screening instrument for PTSD symptoms, as well as the depression module of the Patient  
Health Questionnaire (PHQ-9), a screening instrument for depression. During the inter-
views, participants were initially asked general questions; then, they were asked to respond 
to a series of questions that typically evoke negative or positive feelings. For example, 
questions included: “What are some things that make you really angry?” or “What are 
things that improve your mood?” 

Screening technologies 

Early detection

Wizard-of-Oz experiment

Automated techniques Artificial intelligence
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All of the characteristics examined in the interviews pointed to the fact that study subjects 
with moderate to severe depression showed more tension than did non-depressed partici-
pants. Moreover, gender showed no influence on the values of any of the voice-quality  
characteristics examined. These results could also be shown for the PTSD vs. no PTSD 
groups; however, the effects here were less pronounced.

Overall, by using the machine-learning algorithm, the researchers were able to distinguish 
between participants with and without depression with an accuracy rate of above 75 per-
cent, simply through evaluation of the interviews. The accuracy rate for subjects with PTSD 
was 72.09 percent. According to the researchers, this rate could be significantly improved if 
future versions of the algorithm were to incorporate additional visual aspects such as facial 
expressions, glances, gestures and posture. 

Opportunities

The opportunities associated with the analysis of natural speech in combination with 
machine learning correspond broadly with the opportunities for automatic image-process- 
ing systems as described above. Here too, the concept can be expected to contribute to 
improving psychotherapeutic care. In addition, due to the increased effectiveness of the 
procedure, quantitatively more and more accurate diagnoses could be rendered in relatively 
shorter periods of time. One crucial difference from the algorithm discussed above consists 
in the fact that this technique is intended to be applied only by professional healthcare  
providers such as psychiatrists, psychologists or psychotherapists. The machine-based  
support in the (differential) diagnosis of depressive disorders and PTSD is meant to aid them 
in the collection of case-history information – with the goal of producing a more accurate  
and more reliable diagnosis. The study’s authors stress that the automatic collection of 
diagnostically relevant information such as voice modulation, speech intensity, articulation  
and speech pauses is often superior to observations made by professionals in the field 
(Scherer et al. 2013). However, they also note that the system is not meant to replace pro-
fessionals but rather to furnish them with new diagnostic tools. 

The service standards even of comprehensively trained, competent and experienced profes-
sionals could in this way be raised further, and the examination of voice recordings could 
be rendered comparatively cost-effective (ibid.). 

New diagnostics tools

Better psychotherapeutic care
Increased accuracy and reliability of diagnoses
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Individual-ethics challenges

From an individual-ethics perspective, two groups of people are particularly relevant here 
as objects respectively addressees of moral considerations: people suffering from mental 
illnesses, and the trained professional psychologists or psychiatrists. As in healthcare more 
generally, the principle of doing no harm also applies here. It states that interventions 
aimed at restoring or preserving health must not themselves lead to harm (Beauchamp and 
Childress 1977). Diseased people are often particularly vulnerable; this is also true of people 
suffering from mental illness. If algorithms for processing natural speech are used in com-
bination with machine-learning technologies, it is accordingly important to ensure that the 
patients are not unnecessarily burdened by this. Thus, the prospect of improving a differ-
ential diagnostic procedure through the use of algorithms does not automatically justify the 
use of the new technologies. It must also be assured that these modified procedures will not 
harm the patients. 

In the study examined here by way of example, the subjects believed they were commu-
nicating with a machine. While this was not in fact the case, the procedure is intended to 
work this way for future applications. It will therefore need to be clarified whether com-
munication with an entirely virtual interlocutor is more beneficial for or more detrimental 
to the group of patients in question. Should the communication with virtual interlocutors 
be experienced negatively, the expected diagnostic advantage would have to be weighed 
against this additional factor. 

Of course, positive effects are also conceivable. Some traumatized persons might find it 
easier to open up to a machine. Louis-Philippe Morency is leader of a project at the Univer-
sity of Southern California’s Institute for Creative Technologies (ICT). Speaking about the 
use of virtual reality in the treatment of soldiers with PTSD, he says, “We have an issue in 
the military with stigma, and a lot of times people feel hesitant talking about their prob-
lems … A virtual counselling tool can alleviate some of this reluctance” (Leithead 2013).  
It will be accordingly important to ensure that patients have the choice. Those who need or 
prefer a personal, human-led interview should still be able to receive this, even if a differ-
ential-diagnostic algorithm is in practice available (Deutscher Ethikrat 2018: 275). Treating 
physicians, psychotherapists and psychologists should should thus not be tempted to auto-
matically adopt new technologies without questioning all implications of their use. 

Within the course of everyday practice, this may generate new doctor-patient communi-
cation demands. Protecting patients from harm, along with the need to respect their right 
to self-determination, demands that they be involved in any decisions regarding the use of 
diagnostic procedures. However, incorporating patients into decisions requiring the eval-
uation of advantages and disadvantages of procedures can at times be difficult, especially 
if patients suffer from mental illnesses. Treating physicians here face the not insubstantial 
challenge of ensuring that all patients are able to make an informed decision as to whether 

Principle of doing no harm Freedom of choice
Doctor-patient communication

Informed decision
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they can and want to engage in the “conversation” with the algorithm. The new technolog-
ical developments can thus create new challenges both for patients and therapists, especially  
with regard to understanding that the new possibilities are only an option, not an obliga-
tion.

Institutional-ethics challenges

From the institutional-ethics perspective, the primary challenge here is in designing  
framework conditions for the psychotherapeutic practice that reflect the observations 
made above. In addition, institutional actors should ensure that patients’ right to informa-
tional self-determination is protected in a way that accounts for the fact that the algorithm 
described above will capture and automatically process sensitive data. In this context, stor-
ing, managing and dealing with the data will produce additional challenges. 

Psychologically trained professionals are not necessarily trained to ensure that electroni-
cally collected data is adequately protected against unauthorized access and use. Rather, it 
can be assumed that even relatively tech-savvy medical professionals are today often only 
sketchily informed about the technical possibilities associated with tracking and correlat-
ing patent data. Moreover, many may not fully understand the methodological foundations 
of algorithmic applications in the sense of evidence-based medicine. In this regard, experts 
such as Bauer et al. (2017) point to a fundamental shortcoming in medical education and 
training: “(P)hysicians and administrators need education with regular updates from inde-
pendent sources, not vendors selling products,” (ibid.: 8). Without appropriate education 
and training measures focusing on the use of algorithms, there is a risk that data will be 
processed or stored with only insufficient protection.

In this regard, it is also necessary to clarify which specific groups of people, under what 
conditions, will have access to the data and datasets. Various groups of people may be  
entitled to this access in the context of the therapy. This may even include research psy-
chologists seeking new diagnostic and therapeutic approaches. Ultimately, the determining 
factor must be the patient’s consent (Lipworth et al. 2017). However, not every data trans-
fer made in the context of a treatment plan will be individually discussed with the patient. 
The exchange of information between physicians and assistants, for example, is typically 
secured by previous consent without the need for an explicit additional authorization. Here, 
the principle of implicit consent applies (Vollmann 2000: 38). However, the creation and 
introduction of speech-processing systems demands not only psychotherapeutic expertise, 
but often cooperation with computer scientists as well.From an institutional-ethics per-
spective, this thus raises the question of whether the computer scientists or providers of the 
speech-processing systems must be subject to the obligation of confidentiality if they are  
to have access to sensitive patient data.

Data storage and management
Education and training measures

Cooperation with computer scientists
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Sociopolitical challenges

Socioculturally, similar questions arise here, as the ones that have been adressed in the 
context of predictive algorithms for early detection of depression by image analysis (see 
section 6.1). With regard to the automatic analysis of natural speech too, it is necessary to 
ask which contexts the technology can be legitimately used in. It is quite conceivable that 
speech-analysis systems might also be deployed in non-medical contexts, with the aim 
of obtaining the most comprehensive view possible of other people’s emotional states. We 
already noted the risk of the associated medicalization of an increasing number of areas 
of life. In addition, as has also already been mentioned, a variety of groups of people could 
have an interest in obtaining information on the affected persons’ emotional states, with 
these interests being potentially problematic from the affected persons’ point of view. 
Commercial entities could also seek to use the algorithm for manipulative purposes (Bauer 
et al. 2017). Even today, significant effort is being expended to place online advertisements 
in the most favorable position possible, or to manipulate the way users act within online 
services so that this behavior becomes reflexive or even effectively externally controlled 
(Eyal 2014). 

A discussion regarding the developing possibilities for manipulation here has been going  
on for years within professional circles (Zeng et al. 2009). From an economic perspective,  
efforts of this kind may be understandable. From an ethical perspective, however, they  
represent a challenge to the extent that they undermine the human capacity for self-deter- 
mination. Sociopolitically speaking, this thus produces a set of challenging questions: 
To whom and under what circumstances should the ability be given to use algorithms to 
“read” emotional states from natural speech? Similarly, who will be allowed to use the 
information rendered available in this way, under what conditions, and to what end? Reg-
ulations limiting the use of algorithms of this kind to appropriately trained professional 
physicians, for prognostic purposes only, would be quite conceivable. However, a societal 
and sociopolitical discussion on this issue has yet to emerge.

Legitimation

Problematic interests
Medicalization Manipulative purposes



52

Algorithms in healthcare

6.3  
Data-based 
support for 
physicians’ 
therapeutic 
decisions



53

Algorithms in healthcare

So-called recommender systems constitute another area of use for algorithms. These offer 
the ability to guide users to content selected specifically for them on a personalized basis 
(Burke et al. 2011). Currently, they are often used in online stores to provide users with tar-
geted product suggestions. These automatically generated but simultaneously personalized 
suggestions are based on the data held by the system relating to that specific user. Other 
data can also be incorporated, such as the purchasing behavior and product evaluations 
produced by other people displaying similar user behaviors. This kind of recommendation 
system operates on the assumption that users showing similar interests will also have  
similar preferences in the future (Brandl et al. 2015: 229). 

To date, recommender systems have seen little use within the medical context. However, 
they have significant potential. One example is the therapy recommendation system devel-
oped by Gräßer et al. (ibid.). This is based on two different algorithm-based recommenda-
tion systems: a “collaborative recommender” and a “demographic-based recommender.” 
Both recommendation algorithms employ users’ previous explicit and implicit evaluations  
as an expression of preference. In this case, preference should primarily be understood 
as meaning that a patient has responded positively to a therapy. The “collaborative rec-
ommender” considers evaluations by other users; here, primarily the response of these 
patients to certain therapies. On this basis, predictions are made about the preferences of 
other people – that is, about whether and how various individual patients will respond to 
a given therapy. In addition, the algorithm evaluates data containing the results of all the 
patient’s previous medical consultations. The hybrid “demographic-based recommender” 
incorporates other available patient-related data as well as this initial data.

The goal of such a clinical decision-support system is to predict what therapy or therapies 
are advisable for a certain patient at a particular point in time. The recommendation sys-
tem developed by Gräßer et al., was tested using therapeutic recommendations for patients 
with psoriasis, a skin disease. The underlying data was based on the hospital records of 
213 patients from the University Hospital’s Clinic and Polyclinic for Dermatology in Dres-
den, Germany. The data as a whole encompassed 1,111 medical consultations by these 
patients. It included patient and therapy descriptions, demographic data, and information  
on health status, comorbidities and current treatments. The data was manually transferred  
from the clinical records into a digital database; incomplete or erroneous data was corrected  
or removed. The data was processed by the algorithms with the goal of recommending the 
potentially most effective therapy for each participating patient. In a previous prognosis  
step, forecasts had been made regarding probable individual outcomes for all available 
therapies that had not yet been used for each given patient. 

Recommender systems

Predictive accuracy and precision
“Demographic-based recommender”

“Collaborative recommender”
Personalized suggestions

Machine-learning algorithms
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The researchers examined the accuracy and precision of both algorithms’ predictions. Here, 
the “collaborative recommender” showed better results than the “demographic-based rec-
ommender.” This was in part due to the similarity calculation contained in the latter tool. 
This proved to be unfavorably influenced by comparatively irrelevant information, while 
more important factors were given too little influence. This is likely to be improved in the 
future, particularly through the use of methods for selecting and weighting characteristics.  
In addition, the therapy recommendation must incorporate additional information if no  
or only limited data regarding the patient’s previously pursued therapies is available. For 
the system presented here, the researchers linked the two recommendation approaches  
in order to compensate for the disadvantage of missing information. This also helped over-
come the disadvantages of the individual data-mining and machine-learning techniques. 
The combination of the two approaches showed the greatest predictive accuracy and preci-
sion.

Opportunities

The recommendation systems described primarily create opportunities with regard to 
improving patient safety and increasing the effectiveness of professional medical activities. 
Faster and more comprehensive access to relevant information allows physicians to make 
better decisions in a timely manner. Recommendation systems are expected to contribute 
to significant prognostic improvements, because they bring together systematically organ-
ized information from patient records and from the most recent medical publications, and 
automatically detect relevant patterns such as potential drug interactions (Rüping 2015). 
As a result, errors caused by a lack of information can be avoided, and patient safety can be 
improved. If the time spent by physicians in obtaining information is reduced, this can ide-
ally create time for other medical tasks, such as engaging in more detailed patient consul-
tations or caring for a greater number of patients. 

Such systems could help prevent human error caused by information deficits, while also 
reducing errors attributable to occasionally unavoidable concentration gaps, for instance 
due to fatigue (Lepri et al. 2017). Bonderman (2017) summarizes these benefits as follows: 
“(O)ne of the most useful functions of using artificial intelligence in this way was: there is 
no human error.”

Digital support in the processing of clinically relevant information is also useful to medical 
professionals especially in light of the increasingly great quantity of new medical publica-
tions. According to recent estimates, a new publication in the cardiology field currently  
appears every 2.7 minutes on average, for example (Bonderman 2017). This makes it 
impossible for individual physicians, and even for larger teams, to keep up with all new 
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publications that may be potentially relevant to an individual treatment plan. Systems  
providing data-based support for physicians’ therapeutic decisions can thus contribute to 
integrating new research findings more quickly and comprehensively into medical practice. 
Patient care can be continuously updated, and kept in alignment with the most recent state 
of scientific knowledge.

Provided that experiences gained from individual practice are recorded in electronic health 
records and released for the purposes of scientific evaluation, new findings from the field 
can also be expected to flow back into scientific research more swiftly and robustly. A com-
prehensive data-matching process, as is made possible by the use of algorithms, can in 
some cases also bring novel scientific findings to light. These in turn benefit the patients 
themselves, because the classification of patients into specific risk groups can be improved 
(Gräßer et al. 2017).

Individual-ethics challenges

From the individual-ethics perspective, we first have to ask whether the decision-support 
systems are in fact enhancing medical safety in all application areas. If systems of this kind 
were to produce results inferior to those of human decision-makers in some areas, their 
use would be ethically problematic for reasons of patient safety, and the principle of harm 
avoidance would be violated. 

The question of application safety must ultimately be resolved empirically. This must also 
entail an examination of how possible system errors are to be handled. Critics of current 
developments warn that treating physicians may lose their decision-making power over 
medical decisions in the future (Cohen et al. 2014). A worse case scenario would be that 
the system’s recommendations would be followed even if they were inferior to an individ-
ual expert’s decision. The probability of diagnostic and therapeutic error would in this case 
be increased rather than reduced. In cases of doubt, an algorithm would generate erroneous 
recommendations not only in single cases, but systematically and continuously. Physicians 
relying on digital data and algorithms might not notice such flaws in the system, or might 
do so only at a relatively late date (ibid.). 

In addition, the individual-ethics perspective prompts questions regarding the impact of 
decision-support systems on the physician-patient relationship (ibid.). The use of such  
systems could strengthen the relationship between physicians and patients insofar as  
physicians are given assistance in the area of their competence, and are thus able to focus 
more closely on individual patients both professionally and personally. On the other hand, 
the relationship could be impaired if the treating physicians were to become no more than 
“vicarious agents” for the recommendation systems. However, patient trust in the compe-
tence of physicians is an important factor for successful therapy.

For their part too, physicians themselves may also tend to give more weight to the infor-
mation provided by the system than to the information given to them by the patients 
in person. The patient could in a certain sense become a mere “data subject” – that is, 
regarded merely as the bearer of certain data characteristics. However, in the relationship 
between physician and patient, the doctor’s attention to the patient as a person is of sig-
nificant importance for a successful diagnosis and therapy (Cohen et al. 2014; Fischer et al. 
2016).
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Bauer et al. (2017) refer in this context to the risk of an “automation bias.” Physicians 
are subject to such a bias if they pay less attention to the individual observations of their 
patients then to the algorithmically generated information. Such a bias is understanda-
ble insofar as the evidence comes from systems that are continually supplied with large 
amounts of data. Nevertheless, valuable contextual knowledge, such as that obtainable 
solely by a physician in a patient consultation, could be given insufficient attention or even 
ignored entirely due to excessive focus on the algorithmically generated knowledge (Bauer 
et al. 2017; Glenn and Monteith 2014). 

If the use of algorithms were to produce this kind of loss of human and professional com-
petence, it would increase the risk of erroneous medical decisions as well as the risk of a 
fundamental loss of trust in the physician-patient relationship. This concern affects not 
only the medical field, but also the use of algorithms to expand or replace human activities 
more generally (Mittelstadt et al. 2016).

Moreover, algorithms cannot provide other relevant services. These include the human 
capability to respond to patients’ personal preferences, fears and convictions, for example. 
The authors of the study considered as an example here emphasize that the algorithm they 
programmed is intended to refer back to the patients’ individual preferences and values 
(Gräßer et al. 2017). However, other authors such as Fischer et al. (2016) rightly indicate 
in a similar context that it is always necessary to be familiar with the patients’ values and 
preferences at a personal level in order to translate a prognosis into medical advice. Only 
when patients’ personal values and interests are known can an individual choice between 
various trade-offs be made (Mittelstadt et al. 2016). 

This individual choice is of great ethical significance due to the respect that must be shown 
for patients’ ability to engage in self-determination. From an individual-ethics perspec-
tive, it thus becomes of critical importance whether predictive or prognostic statements are 
based solely on clinical findings, or also take patients’ values and interests into account.

Institutional-ethics challenges

From an institutional-ethics perspective, the challenge here is once again that of designing  
institutional processes so that the various actors involved are supported in making ethically  
good decisions, and in acting accordingly. Decision-support systems raise the concern that 
future physicians, acting from liability-law concerns, might always tend to follow the  
algorithms’ recommendations, potentially even against their own better judgement (Cohen 
et al. 2014). It is likely, runs this reasoning, that in the case of harm due to either human 
or machine error, the deciding factor would come to be the different levels of justification 
demanded. That is, if an individual therapeutic decision by a treating physician or team 
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were to deviate from the algorithm’s recommendation and harm were to ensue, the justi
fication for the decision would be more difficult to sustain than in the reverse case. In  
the future, if an erroneous medical decision were to be made, a plaintiff could refer to the  
recommendation provided by an algorithm as proof of the physician’s misconduct (Cohen 
et al. 2014).

In addition, difficult questions of responsibility are raised here: As Lepri et al. (2017) note, 
“Ultimately, we need accountability in decision-support algorithms such that there is clarity 
regarding who holds the responsibility of the decisions made by them or with algorithmic 
support.” This is not easily resolved. To a certain extent, the algorithm becomes a co- 
decision-maker. However, it is not an actor in the strict sense (Jaume-Palasí and Spielkamp 
2017). The work of the developer also has an influence on how good a given algorithm’s  
recommendations can be. Furthermore, responsibility here is also shared, as programmers 
often work in teams on the development of an algorithm. 

In any individual case, it may be thus virtually impossible to determine who has made what 
error, and who should be held responsible in case a harm occurs (Mittelstadt et al. 2016). 
The issue is aggravated by the fact that the performance of algorithms also depends on 
many additional factors, including the quality of the data and correct handling by the user, 
computer scientists and programmers. It is accordingly extraordinarily difficult to arrive 
at a clear attribution of responsibility if mistakes are made. One putative solution to the 
problem is to reserve the liability for any final decision expressly to the treating physician 
(Cohen et al. 2014). The last say on individual decisions in medicine, as Bonderman (2017) 
points out, may not be given to an automated “expert system.”

However, this demand may be only provisorily feasible. It is important to bear in mind  
that algorithms are more likely to support some specific decisions, while hindering others:  
“Even if a human has formal responsibility for making the final decision, … the system 
leaves only limited maneuvering room. It is thus rather unlikely that a human would revise 
an algorithm’s preliminary decision or adopt it only in part” (Wagner et al. 2017: 12; trans-
lation by the authors of this report). 

All systems containing machine-learning algorithms pose particular challenges here. In 
these cases, neither the programmers nor the users have an adequate understanding of or 
insight into the processes relevant to generating the recommendation. From an institution-
al-ethics perspective, a number of challenges relate particularly to the transparency and 
intelligibility of the algorithms’ mode of functioning. Responsible clinical decisions require 
sufficient knowledge regarding the way the system functions to understand the advantages 
and limitations of the various recommendations, and to be able to evaluate and classify the 
proposals automatically generated in each specific situation (Rüping 2015). 

Allocation of responsibility

Transparency and intelligibility

“System bias”

Failures

Specific training 

Knowledge of how algorithms function
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This capacity can be partly fostered by specific training programs. To some extent, how-
ever, the problem persists even following the implementation of comprehensive train-
ing measures. Transparency requirements often fail not due to the user’s particular lack of 
understanding, but due to the construction of the system within which the interpretability 
of the models may only partly be considered (Rüping 2015). As Amarasingham et al. (2016) 
note: “Transparency in healthcare predictive analytics must be carefully implemented. 
Instead of a one-size-fits-all approach, a transparency framework should be adaptable  
to tailoring a predictive model’s prototype, complexity and users.”

Unsupervised and semi-supervised machine-learning algorithms pose particular problems  
in this regard. They independently create new instructions and models that are then used 
to control other processes. The range of services performed by these systems therefore 
necessarily entails significant uncertainty with regard to how and why specific results are 
generated. Users can accordingly make no distinction between isolated flaws (in the sense 
of individual “system bugs”) and systematic flaws, for example due to “system bias”  
(Mittelstadt et al. 2016). 

Institutional actors thus face significant challenges with regard to enabling responsible 
action by individual actors. One critical task is to clarify the conditions under which physi-
cians should be allowed to ignore recommendations issued by the system. Initial proposals 
in this regard have already been formulated. For example, Cohen et al. (2014) propose that 
a machine-generated recommendation for the treating physician should be revisable  
depending on the risks associated with the specific intervention, and on what is known 
about both the therapy’s complication rates and the recommendation system’s error rate.

Sociopolitical challenges

The issue of responsibility for (mistaken) medical decisions and / or mistakes by recom-
mender systems also has a sociopolitical dimension, particularly with regard to the need 
to adapt existing liability law (Cohen et al. 2014). An additional and more fundamental 
question is that of which medical contexts and for what objectives recommendation sys-
tems should be used – or should be allowed to be used – in the future. For instance, should 
algorithms also be used to generate prognoses regarding critically ill patients’ remaining 
lifespan and their probable quality of life? The U.S.-based company Aspire Health, which  
is partially financed by Google, is already using an algorithm to predict the likelyhood with 
which patients will die in a week, in six weeks or a year. In addition, the system could cal-
culate the costs of different treatment plans, and thus the total costs that will be incurred 
by an individual patient (http://aspirehealthcare.com/).

Should such systems be used to say something about the efficiency of different treatment  
methods, or to determine the prospect of a positive cost-benefit ratio for individual 
patients? And how far should the use of algorithms for prognostic purposes go? Should 
algorithms also provide decision support when it comes to issues such as whether life- 
support measures should be maintained or terminated?

The healthcare system is laboring under increasing cost pressures. Recommendation  
systems could also be introduced with the intention of reducing this pressure. Potential 
savings could result from the replacement of human expertise and labor, of course. Aside 
from such ethically potentially problematic savings, however, such systems might also 
be used to determine the best possible cost-benefit ratio among the available therapeutic 

http://aspirehealthcare.com/
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alternatives. This possibility in turn must be distinguished from approaches that serve the 
purpose to decide which patients are “worth” a particular treatment, and which patients 
are not. This prospect raises particular concerns. For example, the announcement of the 
Aspire Health algorithm prompted media discussions as to whether costs for therapies at 
the end of life could be reduced (Beck 2016). 

The use of algorithms to achieve this kind of comprehensive optimization of the cost- 
benefit ratio could undermine trust in the healthcare system over the long term, as this 
would set aside a core healthcare principle – specifically, the respect for human dignity.  
To a great extent, the respect for the dignity of every person is expressed by taking the 
patient’s right to self-determination into account. To be sure, when making decisions 
regarding the allocation of scarce resources, different treatment prospects and costs must 
be considered for reasons of fairness. However, these considerations should not come down 
to a healthcare system in which certain patients or groups of patients are systematically 
excluded from care (Brock 2003).

In the media-shaped public debate, worries have been raised that the use of algorithms 
in decision-support systems could promote a development of this kind (Lobe 2017). The 
degree to which such concerns are justified is impossible to foresee at this point. In any 
case, it is critical to open a societal discussion regarding the conditions under which phy-
sician decisions should be supported by algorithms, and those under which the use of such 
digital systems would not be allowed.

Confidence in the healthcare system

Distributional justiceHuman dignity
Cost-benefit balance
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As healthcare systems become increasingly digitalized and networked, it is possible to 
gain access to a great quantity of new (patient) data. On this basis, algorithms can develop 
quantitative models that can be used to make increasingly precise predictions regarding the 
emergence of diseases or the occurrence of medication side effects and drug interactions. 

The Deep Patient system developed by Miotto et al. (2016), based on a deep learning 
approach, is one example of a prediction model of this kind. This system draws on all the 
data about a person available within an electronic health record. This includes data on 
sociodemographic characteristics such as age and gender; clinical data such as diagnoses, 
prescribed medications or laboratory tests; and data on inpatient, outpatient and emer-
gency treatments. However, difficulties in preparing such data appropriately represent  
a key challenge in enabling it to be processed by a machine. The data is often both hetero-
geneous and incomplete; moreover, it frequently contains both random errors and system-
atic distortions (ibid.). To address this problem, the researchers programmed a so-called 
deep neural network that automatically detects stable structures and regular patterns in 
the data. By using data prepared in this way, the system was intended to enable significant 
improvements in the prediction of illnesses and drug effects. 

To test Deep Patient’s effectiveness, the researchers used a comprehensive database of 
electronic health records maintained by New York’s Mount Sinai Hospital. The information  
used dated back to 2003. Data from 1.2 million patients was included in the evaluation. 
Using the patients’ clinical statuses as a basis, the goal was to predict the probability with 
which individuals among this group would be diagnosed with certain illnesses over the 
course of a year. In developing this probability forecast, a random forest classification pro-
cedure was used, which in turn was trained in advance for each disease of interest using 
a dataset containing information on 200,000 patients. To this end, all clinical data was 
pre-processed in order to obtain harmonized codes, for example for the various procedures 
and laboratory tests.

The results show that Deep Patient achieves significantly better results than other prog-
nosis systems based on machine learning techniques. The system produced a high rate of 
accurate predictions particularly with regard to conditions such as prostate cancer or sick-
le-cell anemia. One key feature of Deep Patient is that unlike previous systems, it is not 
targeted at any specific condition; rather, it considers all available data about a patient’s 
health status. According to the developers, the system could be used in the future to create 
personalized medication plans, make treatment recommendations and recruit subjects for 
clinical studies. 

Quantitative models

Probability-based prediction
Random-forest classification procedures

Deep learning algorithms Monitoring 
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In so doing, Deep Patient could support clinicians in their day-to-day work, for example  
helping to monitor patients and automatically check whether the appearance of a given 
disease is probable in the near future on the basis of their current clinical status. In hospi-
tals, the system could automatically identify patients at risk of developing a particular  
condition, and generate warning messages accordingly. The researchers believe that in 
order to represent patients in an optimal manner, and to enable correspondingly reliable 
prediction models, additional information such as insurance data, family background and 
social behaviors should be integrated into the system in the future.

Opportunities

Prediction models such as the Deep Patient approach described here combine a large  
quantity of different health-relevant patient data, clinical data and data stemming from 
other contexts. Holistic approaches of this kind are expected to enable significant progress 
toward the development of personalized medicine. Ideally, automated data analysis will  
in the future allow to identify individual health risks and the probable course of diseases  
significantly earlier, with a higher degree of certainty. This in turn opens up the prospect 
of more effective early interventions, tailored more precisely to the individual person and 
condition. The Deep Patient developers point specifically to potential improvements in the 
prediction of various severe conditions such as cardiovascular diseases, heart failure and 
chronic kidney disorders. They also note the potential of obtaining better information about 
possible drug interactions (Miotto et al. 2016). 

Other authors too associate the use of deep learning algorithms with significant opportuni-
ties for clinical decision-making, and stress the use of such technology brings personalized 
medicine and systems medicine into the realm of the possible (Fischer et al. 2016; Amaras-
ingham et al. 2016; Yuste et al. 2017). In order to achieve this, a large quantity of very  
heterogeneous data needs to be automatically evaluated and combined. In addition to  
clinical data, additional data from the patients themselves – for instance, data collected by 
so-called fitness wearables or other sensor containing personal devices – can be processed. 
Systems that process and interlink these and a wide variety of other data promise direct 
prognostic benefits. They may furthermore be used they to track health developments even 
over long periods of time (Fischer et al. 2016). 

Beneficence

Justice
Personalized medicine

Early, tailormade interventions
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Aside from providing immediate healthcare benefits to specific patients, the use of such 
data could help optimize existing medical treatment practices and even medical care over-
all. Moreover, the selection and recruiting of subjects for clinical studies could be placed 
on a more efficient footing. The algorithm-supported evaluation of a large quantity of 
health-relevant data could allow to be more selective in choosing the subjects most appro-
priate for a study, while excluding subjects that might be less appropriate or even endan-
gered by participation. 

In sum, this technological advance presents major opportunities for improvements relating 
to several of the basic principles of medical ethics, including that of beneficence, non- 
maleficence, and potentially even justice. Improvements with regard to the principle of 
beneficence are possible insofar as the use of deep learning algorithms facilitates the devel-
opment of personalized medicine, which in turn is likely to enable better medical care for 
individuals. Non-maleficence comes into play here if possible drug interactions or criteria 
for excluding certain individuals from participation in studies can be identified. The prin-
ciple of justice would be served if and to the degree that algorithms could contribute to 
addressing care bottlenecks, preventing a random and accordingly problematic allocation  
of scarce medical resources.

Individual-ethics challenges

Many of the challenges identified above with reference to algorithm-based recommenda-
tion systems also arise here. There is no need to revisit them anew. Instead, we focus on  
a further challenge posed here. From an individual-ethics perspective, the extensive collec-
tion and automated analysis of patient data raises questions particularly regarding the abil-
ity to respect the right to informational self-determination, as well as the ability to ensure 
that data protection requirements are met (Mittelstadt et al. 2016). 

The patient data compiled here is mostly collected in a therapeutical context, and thus 
based on a therapeutical contract. Accordingly, also the informed consent to the processing 
of data is given within – and limited to – this specific context. If consent for further pro-
cessing of the data is given, for example for use in the framework of clinical research, this 
release generally refers only to use within the comparatively clear context of the specific 
clinical setting. By contrast, the possibility that various pieces of data collected in specific 
medical contexts might be digitally linked together and analyzed – perhaps even decades 
later – is generally not something that patients are conscious of at the time of the data  
collection. Indeed, in the case of Deep Patient, this collection took place beginning in 2003. 
The comprehensive analysis of this data in a subsequent use of this kind cannot be legiti-
mized through “implicit consent.” 

From the individual-ethics perspective, this problem of insufficient or even lacking consent  
to the processing of individual personal data could be resolved, at least in the current research  
phase, by anonymizing the data. However, the actual purpose of the system – to benefit  
the health of the individual patient – would be nullified as a result. In addition, it should 
be borne in mind that new data-linking and data-tracking technical capabilities make it 
virtually impossible to ensure that patient-related data has been completely anonymized 
(Cohen et al. 2014). This poses severe challenges with regard to the right to informational 
self-determination. 
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The prospect of patients being harmed due to the misuse of their data raises further  
challenges. Given that data owners are in principle (re-)identifiable, they could be harmed 
if their data was made available outside the research context. An individual could be subject 
to a number of disadvantages resulting from the disclosure of a current, past or even pro-
spective health status. For example, it is conceivable that similar systems might be used by 
employers or insurers in order to gain information about the health of potential employees 
or customers (Bauer et al. 2017). The use of data in this way would not only contravene the 
affected individuals’ right to informational self-determination, but could also directly harm 
them insofar as they were not offered a job, or were forced to pay higher insurance premi-
ums, for example. 

The data owners may also be harmed if the comprehensive analysis of his or her datasets 
produces predictively relevant information regarding potential future diseases for which 
there is no treatment is available. It seems likely that as analytical functions are developed  
further, an increasing quantity of “incidental findings” will be produced (Fischer et al. 
2016). In this case, the treating physician is put in a position where he or she needs to 
decide whether or not to inform the patient. Being notified regarding a future illness that 
is more or less likely to occur could be a significant burden for the individual thus affected. 
Additional diagnostic measures could become necessary if the individual – who is (still) 
healthy at the time the prognosis is issued – is to be discharged with the knowledge that  
he or she is expected to develop a condition for which there is no therapeutic treatment 
available yet. Under these circumstances, dealing with incidental findings would be an 
urgent and difficult ethical problem for patients, algorithm developers, physicians, hospi-
tals and insurers (Drazin et at. 2013; Lipworth et al. 2017; Fischer et al. 2016).

Additional ethical questions are also raised here by the prospect of using data to draw  
conclusions regarding health-related and other characteristics of family members. For 
example, this could be the case if genetic markers for the detection of cancer were to be 
used as part of the analysis (Fischer et al. 2016). The right of the genetically related person 
to informational self-determination would clearly be infringed if they were identified in the 
course of the analysis without consent. In addition, if prognoses unfavorable to them were 
to become known, they too could be harmed if the data was distributed further.

Institutional-ethics challenges

The issue of dealing appropriately with various types of findings primarily arises out of the 
institutional-ethics perspective. Medical facilities are tasked with protecting and promoting  
patients’ welfare, and also with safeguarding their right to informational self-determination.  
They must consequently develop appropriate procedures and concepts of protection in 
order to protect these patient interests.

Right to informational self-determination

Anonymization and 
re-identification of data

Data misuse
Informed consent
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From an institutional-ethics perspective, there is the additional question of when systems 
of this kind can be considered sufficiently secure. Experts note critically that in today’s 
typically fragmented healthcare systems, the lack of data compatibility is often an imped-
iment. Even the coding of diagnoses is often handled in different ways. Thus, algorithms 
must work with data that is coded using very different systems (Lipworth et al. 2017).  
The evaluation of these data by deep learning algorithms can lead to distortions. Patients 
may be reduced to a small part of their data, for instance (Miotto et al. 2016). Prematurely 
introducing a data-processing system into the medical practice poses both medical and 
social risks. For example, if immature systems were to be employed with the goal of accel-
erating workflows as a response to increased cost pressures in spite of the fact that defi-
ciencies could endanger the health of patients (Cohen et al. 2014).

Other institutional-ethics questions relate to the responsibility to use the collected data 
properly. Health-care institutions have the responsibility to decide who is allowed to collect 
and analyze patient-related data, for what purpose, and over what time period. For exam-
ple, as algorithms designed for comprehensive patient-record processing are developed and 
used, should institutions such as insurers and hospitals be authorized to share patient data 
with commercial providers? 

Such questions are in no way trivial. A few years ago, it became known that clinicians were 
willing to relinquish patient data to commercial entities in sometimes irresponsible ways.  
A case analyzed by Powles and Hodson (2017), for example, featured the extensive exchange  
of data between the English Royal Free London NHS Foundation Trust and Google’s Deep-
Mind project. The patients were neither informed about this nor did it appear that the  
clinicians involved were aware that they were enabling a provider like Google DeepMind 
to release the data for a variety of other, partly commercial, applications (ibid.). This case 
indicates that there is still a strong need for education and training around these issues. 

In addition to an obligation to provide protection of patients’ right to informational self- 
determination - also against commercial interests - healthcare institutions have the obli-
gation, to protect their patients’ data from criminal access. Under certain circumstances,  
a centralized archive of large amounts of data, as is necessary for Deep Patient, makes dig-
ital systems particularly attractive for criminals. Developers of digital technologies already 
face significant challenges today with regard to ensuring data security. Various hospitals 
have already had the experience of having their systems hacked by criminals, with critical 
patient data “taken hostage.” The hospitals’ access to their data was restored only after  
the payment of large (Bitcoin) ransom sums (www.dw.com/en/hackers-hold-german- 
hospital-data-hostage/a-19076030). 

In short, the use of increasingly large interlinked databases that can be used in a variety  
of ways with deep learning algorithms also generates diverse security risks.From an insti-
tutional-ethics perspective, developers and users thus face the challenge of clarifying who, 
and under what circumstances, is responsible for the security of the data undergoing pro-
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cessing. Parties bearing partial responsibility include the developers, the companies offering  
the algorithms, the medical institutions, and even the physicians and medical researchers  
themselves. It can generally be assumed that such entities are aware of potential hacker 
attacks. However, institutional policies for dealing with such events in accordance with the 
terms of the General Data Privacy Regulation have in some cases yet to be developed. With-
out such policies, individuals tasked with handling sensitive patient data responsibly would 
be obviously overburdened.

Sociopolitical challenges

Many of the socio-political questions already addressed in the context of other application 
examples arise again here. For example: How are novel liability-law questions to be dealt 
with? How much knowledge in what health-related areas is societally desirable? What “side 
effects” might be associated with the expansion of health-related knowledge ? And how 
should this knowledge be handled? How can (and should) society respond to the prospect  
of a progressive “medicalization” of increasingly numerous areas of life?

The emergence of Deep Patient and comparable applications renders this final question 
still more urgent, since everyday data is also fed into the system here, and linked to clinical 
data. Users of fitness wristbands are unlikely to see themselves as patients. However, com-
bining and cross-referencing data opens up ever more predictive possibilities; this in turn 
could lead to a situation in which the distinction between health-related behavior and other 
aspects of day-to-day living becomes increasingly difficult to ascertain (Deutscher Ethikrat 
2018: 120).

A trend of this kind could carry societally problematic developments in its wake. For exam-
ple, it could lead to a situation in which more and more people feel obligated to collect their 
data on a comprehensive, ongoing basis, and make it available for health analysis. Anyone  
who chooses not to divulge extensive amounts of data for others’ use, on whatever grounds,  
could as a result be subject to long-term disadvantages. The quality of these people’s 
healthcare could deteriorate in comparison. In part, this would simply be because the 
informational base underlying preventive or therapeutic decisions about them would be 
relatively less robust. But they could also suffer disadvantages such as having to pay higher 
insurance premiums than people whose current and future health states can be compre-
hensively analyzed and treated accordingly (IBC 2017: 17 f.; Becker and Strammer 2016: 
510 ff.). 
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A societal debate is needed to determine whether such discrimination against anyone who 
“refuses” the analysis of personal data is legitimate. The challenge is to determine under 
which conditions it is justifiable to treat people who are ready to provide personal data and 
those who decide otherwise, unequally. In this context, it would also be necessary to dis-
cuss how potential discrimination risks associated with membership in specific risk groups 
can and should be handled (IBC 2017: 17). As seen in many other contexts, classifying indi-
vidual persons into specific groups can create discriminatory effects. A broad societal dis-
cussion on how these possible effects should be dealt with is necessary. 
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Millions of people worldwide suffer from paralyses caused by disturbances in the neural  
pathways between brain and muscles. Recently, these paralyses have been treated using 
neuroprostheses, which create an “electronic neural bypass”, and thus route around the 
interrupted pathways in the nervous system. This involves the use of a number of algo-
rithms, which will be described here using research by Bouton et al. (2016) as an illustra-
tion. In specific terms, this entails a system that registers intracortical signals (meaning 
within the cerebral cortex) and connects them with the muscle-activation function in real 
time, seeking in this way to restore mobility to paralyzed people.

The system is based on previous studies that showed that decoding intracortically captured 
signals helps in extracting and processing information about movements. If this informa
tion is linked with a robotics system, it gives people (or primates) the ability to control  
computers or robot arms solely by engaging in imaginary movements (Hochberg et al. 
2012; Aflalo et al. 2015). For this purpose, a sensor (an implanted intracortical microelec-
trode array) must detect the activity from the motor cortex. An accordingly programmed 
machine learning algorithm then works to decipher the neural activity. This algorithm also 
helps to control the activation of the forearm muscles through the use of a newly devel-
oped neuromuscular electro-stimulation system. By using this system, the paraplegic test 
subjects were able to continually control six different wrist and hand movements, and were 
able to manage functional daily-life tasks. These results show the great potential for the 
use of machine learning algorithms in helping to activate muscles on the basis of intracor-
tically captured signals. 

Opportunities

The use of algorithms in brain-computer interfaces to decode movement-relevant brain 
patterns, thus rendering computer and robot arms controllable by thoughts. This tech-
nology may give people with mobility constraints the opportunity to significantly expand 
their radius of action and to become more independent of the support of other people (Hildt 
2011). The gain in motor skills is considered to be suitable for significantly reducing the 
affected individuals’ mental and social suffering (Nicolas-Alonso and Gomez-Gil 2012).  
The increased independence, in turn, may allow more privacy (Hildt 2011).

The research results suggest that in the future, it will be possible to tranfer movement 
impulses in real time to computer-controlled extremities that will be able to carry out even 
demanding fine-motor movements. The freedoms of movement and action thus obtained 
are of significant benefit to paralyzed individuals. They make it easier to cope with every-
day life, increase the individual’s abilities to self-determination and contribute to a funda-
mental improvement in the quality of life (Bouton et al. 2016).

Neuroprostheses

Robotics systems Machine-learning algorithms

Mobility for paralyzed people
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The use of algorithms in brain-computer interfaces could additionally generate new know- 
ledge regarding the functioning of the human brain. This in turn is expected to lead to 
numerous opportunities in medical practice more broadly, which could benefit people  
with severe brain lesions, for example. Overall, research into the human brain could derive 
significant advantages from the use of algorithms due to their accelerated data-processing 
capacities (Jordan et al. 2018).

Individual-ethics challenges

From the individual-ethics perspective, the use of algorithms in brain research and in 
practical medical applications raises numerous questions. These relate particularly to the 
protection from harm (Glannon 2014), the protection of personal privacy and the right to 
self-determination (Jebari 2012).

An recording of neuronal patterns requires an invasive intervention into the brain. Such 
interventions are associated with considerable risks (Hildt 2011). Infection risks as well 
 as the risk of brain lesions have to be considered. Thus, such interventions are undertaken  
only after a rigorous risk-benefit-assessment, and require that the concerned person is 
comprehensively informed in the process of optaining informed consent. These ethical 
requirements are not specific to this kind of research, and thus do not require a separate 
explanation. The reference is relevant above all because the use of brain-computer inter-
faces (BCIs) on non-medical grounds, for instance for enhancement purposes, is very diffi-
cult to justify given the associated medical challenges and risks. At least today, any benefits 
to be expected are not sufficiently favourable in relation to the risks.

In addition to medical risks, additional risks must be considered relating to the affected 
individual’s right to self-determination and the protection of their privacy. Automatically 
capturing brain activity represents a potentially significant encroachment on personal  
privacy and even into a person’s self-understanding as an autonomous actor (Jebari 2012). 
Some years ago, studies have shown that the impulse to carry out a particular action – for 
instance, to push a button – is already detectible before the person in question has con-
sciously made the decision to act. This short but sufficiently clear temporal lead shown by 
the brain’s activity is today prompting discussions among neuroscientists and philosophers 
regarding the degree to which the brain has in some sense already made a decision before 
the person gains a clear idea of his or her own intentions (Eagleman 2016: 107 ff.). New 
technologies allow this brain activity to be captured and harnessed. In the absence of con-
sent by the affected individual, insight of this kind would represent a significant overstep-
ping of the bounds of personal privacy – and would thus clearly be illegitimate from an  
ethical point of view.

Gain in motor skills

PrivacyIndependence
Scientific findings
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Neuroscientific studies furthermore indicated that registering and analyzing a person’s 
brain activities could lead to significant changes in that individual’s self-perception. The 
prospect that recording and automatically translating brain activities might influence a 
person’s self-perception as an autonomous actor is of direct practical relevance. In a study 
on the use of BCIs by Gilbert et al. (2017), some subjects said they perceived a loss of con-
trol and felt alienated from their self, for example. Subjects receiving BCIs reported that 
they subsequently perceived their disease as being a constant presence in their lives, while 
it previously had been only episodically relevant (ibid.). Thus, these measures can have 
negative effects on subjects’ or patients’ self-perceptions, and on their perception of their 
state of health. Currently, before such an intervention is made, it cannot be known whether 
any such negative effect will occur, or how strong it will be if it does. Moreover, also posi-
tive experiences are possible. In fact, one subject reported the perception that the BCI had 
become a part of the self – an effect that was welcomed by this person (ibid.).

Neuroscience is a relatively young discipline, with accordingly many yet-to-be answered 
questions. This necessarily includes questions regarding the legitimacy of using algorithms 
to create and use BCIs.

Institutional-ethics challenges

From an institutional-ethics perspective, this use of algorithms once again raises the issue 
of responsibility. If the algorithms used in a BCI lead to harm for the patient, who bears the 
responsibility: the person or team that developed the algorithm, the robotics system or the 
medical professionals who utilized it? Control over this kind of system is shared. Thus, it is 
necessary to ask who is responsible for what failures (Gilbert et al. 2017). 

Problems such as the differing assessments of the changes in self-perception produced by 
the BCIs indicate that the use of such technology is associated with new requirements for 
medical professionals. In order to ensure that patients have adequate information, medical 
institutions must define consent conditions specifically tailored to the use of novel technol-
ogies, and design appropriate explanatory materials and processes (Klein and Jeffrey 2016). 

The issue of data protection produces additional institutional challenges. In the course 
of registering brain activity, highly sensitive data material will be processed. The unique 
character of this data makes it imperative to address the issue of who will be allowed to 
collect the data in question, with what purposes, and who will be allowed to save and use 
the resulting data sets for how long. Data security must therefore be taken particularly 
seriously, as the consequences of such drastically expanded knowledge about the function-
ing of the human brain cannot be foreseen today.
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Sociopolitical challenges

On the societal and sociopolitical level, this example initially raises issues similar to those  
discussed in the context of other applications. Here too, it will be necessary to respond to new 
liability-law challenges with suitable regulations. For example, it would be necessary to clarify 
who would be liable if an accident was caused by an algorithm-assisted externally controlled 
robotics system (Mattia and Tamburrini 2015: 733 ff.). New challenges arise in terms of how to 
ensure equitable access to emerging medical opportunities. The use of such systems will pre-
sumably be associated with high costs well into the foreseeable future. Under what conditions 
should people with mobility limitations be provided with systems of this kind? 

At the societal level, discussion is also necessary regarding whether this kind of technology 
should be – or should be allowed to be – used for non-medical purposes as well. A tech-
nology making machines directly controllable by neural activity could also be used for mil-
itary purposes, for example. A direct connection between the brain and the machine being 
controlled could significantly increase pilots’ reaction times during combat operations, for 
instance. The military use of BCIs is commonly considered to be “dual use,” and has been 
discussed critically by ethicists engaged with the issue of robotics for some time (Kotchet-
kov et al. 2010; Burwell et al. 2017). 

In addition to such questions of responsibility and justice, the use of algorithms in BCIs 
also poses particular challenges for society at large. The deeper understanding of brain 
activity associated with this application is likely to have profound consequences for the 
conception of man. The human being’s self-conception as a person, in the sense of being 
an autonomous actor with a specific social identity, is already being increasingly shaken 
today by current neuroscientific findings (Burwell et al. 2017). 

The use of algorithms is likely to accelerate the pace of such changes even further, as it 
creates a series of novel opportunities that will produce further uncertainty. How these 
challenges are to be addressed at the societal level is thus an increasingly urgent question. 
Should such research be rigorously regulated, and allowed only in the context of very specific  
application areas? Should support be provided for fundamental research , or for research 
with the objective of specific medical applications? To decide these questions, is debate 
necessary at a broad societal level? Or are such specific questions solely a matter for experts 
in accordingly specialized bodies? 

Last but not least, the algorithm-supported use of BCIs fuels a fundamental question 
about the future of humanity, discussed for years under the rubric of transhumanism and 
post-humanism. Among the controversial questions here is whether the course of techno-
logical developments will ultimately result in a division in the human species into cyborgs 
and “conventional” people, and how such a development should be judged from an ethical 
perspective (Smart and Smart 2017; Hildt 2011).
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In fact, the use of BCIs appears to make possible the fundamental abolishment of the divide 
between human and machine (Attiah and Farah 2014). The literature on the subject has 
already featured discussions as to whether we are witnessing the beginning of a fundamen-
tal transformation of the mankind (Burwell et al. 2017). For reasons of space, we cannot 
follow this discussion in greater detail here. However, it should be noted that the techni-
cal intervention in the human brain for the application described here is obviously signifi-
cant. If developments toward the division of humanity into groups of technologically deeply 
transformed and untransformed people should proceed further, the societal and sociopo-
litical task of protecting the moral rights of all persons would become increasingly impor-
tant. Individual identity, in the sense of bodily and mental integrity, as well as the individ-
ual capacity to make decisions and act on them, are key aspects of basic human rights and 
must accordingly be protected. Of course, such protection must be provided today as well 
with regard to the use of BCIs (Yuste et al. 2017).

One additional challenge relates to the question of whether the use of algorithm-assisted 
BCIs might ultimately result in stigmatization or discrimination against those who elect 
not to adopt these novel opportunities. Some people with mobility impairments might 
decide to forego such an intervention because they consider the associated risks to be too 
great. However, they might also make this decision because they are satisfied with their 
current level of capabilities. From their perspective, a change in their condition would 
would not count as a treatment but as an enhancement. 

This raises the question of whether the creation of new options of this kind might produce 
a discriminatory societal environment, or further intensify existing tendencies toward  
discrimination against people with impaired mobility. If this should be the case, society  
as a whole is asked to take countermeasures to ensure that the intended increase in self- 
determination capacities for people with mobility impairments will not instead result in 
new pressures and problematic social restrictions.
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Algorithms play an important role in the development and use of so-called ambient assisted 
living systems (AAL), which are digital assistance systems that give people requiring care 
support in coping with their daily lives. Such systems are often used as a means of enabling 
the individuals concerned to lead a self-determined life in their own homes despite physi-
cal and / or cognitive disabilities (Braun et al. 2016). 

An illustrative example of the use of algorithms in an assistance system of this kind is 
offered by the study project by Rantz et al. (2013). Here, the researchers developed an alarm 
algorithm that used a network of passive sensors installed in the home environments of 
residents living in a senior-citizen community in Columbia (United States) to automatically 
monitor the elderly individuals. The algorithm detects typical signs of illnesses and acci-
dents, and can thus generate an automatic alarm. This makes it possible for nursing staff 
and doctors to intervene quickly, preventing or at least delaying severe deteriorations in 
health status or the ability to function. The researchers hope the system will enable senior 
citizens to remain in their own homes until the end of their lives despite impairments and 
illnesses, receiving support as necessary.

Algorithms are primarily used here to improve the early detection of illnesses, and to 
counteract the progression of chronic diseases. The data required is provided by sensors 
installed in the residents’ homes. In the study by Rantz et al. (2013) this included infrared 
motion-detectors that monitored the presence and activity of the person(s) in the apart-
ment, as well as sensors placed under bedsheets or in a chair that automatically registered  
pulse and breathing data. Thus, measuring instruments embedded in the environment 
served as a replacement for devices carried on the body or measurements carried out 
actively. One of the researchers’ goals was to increase convenience for the residents. For 
example, the automatic sensors cause that residents no longer have to break their daily 
routine to enable medical data to be collected. However, this model also did a significantly 
better job of ensuring that the vital data was actually collected. Data was collected regard-
less of whether it occurred to residents to measure their pulse rate or other vital signs. 

Using algorithms, an individual profile is created on the basis of this data. This individu-
alization is important, as every person is unique. A “one-size-fits-all” model would not 
work. Thus, the algorithm for each person in the study was individually modeled, and fur-
ther adjusted based on feedback from the physicians. If the activity and vital-signs patterns 
captured by the sensors deviate from the typical patterns established for this person, an 
alarm is triggered and the treating physician is contacted by email. He or she can then visit 
a secure website that displays the sensor data, and analyze whether any additional action 
needs to be taken. 

Ambient assisted living systems (AAL)
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Opportunities

Living safely for as long as possible in an accustomed environment is for many people an 
objective of considerable value. For them, living at home amounts to a better quality of life 
and a greater ability to lead a self-determined life even in old age. AAL projects like that 
described above are thus responding to an interest that is widespread and for many people 
of central importance. In this regard, sensors integrated into furniture and other everyday 
objects offer the opportunity to live largely unaffected by the technology, while nonetheless 
benefiting from the monitoring and analysis of vital-sign and activity data. 

The use of algorithms enables such functions to be highly individualized, thus improving 
the systems' reliability. Deviations from individually typical vital-sign and activity data can 
be automatically detected in real time and identified as personal indications of a threaten-
ing illness or deterioration in health status, enabling swift intervention by automatically 
informed medical personnel. All of this could produce significant health advantages for the 
affected individuals. The authors of the study cited above also point out that interventions 
carried out as early as possible are often both particularly effective and less costly, as con-
ditions receiving early treatment are often associated with less loss of function than those 
that are detected and treated relatively late (Rantz et al. 2013).

There are advantages for nursing staff and clinicians too, as they are relieved of the task of 
constantly checking in on the resident’s physical well-being (ibid.). Ideally, this will give 
them time for other tasks, such as conversations with the facility’s residents. Even over the 
long term, algorithms will presumably be unable to take over activities of this kind, which 
require the capacity for empathy (Bonderman 2017). 

At the same time, the technology described enables a record to be captured of the profes-
sional staff members’ work. Having such a record may help persons in need of care receive 
care that is better attuned to their individual needs (Jaume-Palasí and Spielkamp 2017).

In addition to these direct effects, the use of algorithms also offers the opportunity to 
improve the system’s performance on an ongoing basis. Along with the individually  
collected data, additional clinical data can be incorporated into the system. Ideally, the  
services provided will be continuously reviewed and improved (Rantz et. al. 2013). 

Self-determined life

Individualization

Real-time detection of risks
Quality of life

Reduction in workloads
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Individual-ethics challenges

From the individual-ethics perspective, the first question is one of how likely it is that the 
opportunities noted above will in fact be realized in practice. Contrary to the assumption 
that the use of AALs brings a better quality of life, for example, is the objection that the 
further development of sensor- and algorithm-supported systems might result in a prob-
lematic decline in the frequency of human contact in medical-care and nursing contexts.  
In this case, instead of the hoped-for improvement, a de facto deterioration in the quality 
of life of elderly people and those in need of care would occur (Friesacher 2010).

It is furthermore questionable whether the gains in security compensate for the associated  
losses of personal privacy and possible data-security risks. From an ethical point of view, 
continuous monitoring through the use of barely perceptible sensors, the creation of a 
highly detailed individual profile, and the automatic transfer of data analyses to specialized 
staffers or other persons (sic!) raise problems at every step. The combination of these  
factors could significantly exacerbate the challenges posed. From an individual-ethics  
perspective, one relevant question is whether affected individuals are sufficiently informed 
about the associated encroachments on their privacy. Similarly, the degree to which they 
have the ability to decline the various offerings, and the question of whether their interests  
can be persistently protected over the course of further developments, are also critical 
issues.

Particular difficulties also arise from the fact that the individuals concerned will need a  
relatively significant amount of health knowledge and digital literacy in order to under-
stand the mechanisms underlying the monitoring system (Glenn and Monteith 2014; Lepri 
et al. 2017). Comprehending new technologies is very difficult for many people. This is par-
ticularly true for people with cognitive impairments, for instance due to dementia-related 
conditions. This raises complex ethical questions with regard to the need for the individuals 
in question to be able to give their informed consent to the installation of the AAL technol-
ogies (Novitzky et al. 2015).

In addition, the integration of sensors into everyday objects could over the long term lead 
to a loss of awareness of the fact that data is being collected and evaluated by algorithms 
on an ongoing basis (Yuste et al. 2017). In a certain sense, the technology and its functions 
become invisible, merging into the everyday environment (Monteith and Glenn 2016). The 
capacity to make situational decisions regarding the degree of desired privacy can hereby  
be significantly impaired. Such problems could potentially be addressed by designing the 
various functions in such a way that they can be individually activated or deactivated.  
However, individual control options of this kind would again require significant competen-
cies on the part of the user. In order to be protected against possible harm, the user must 
be able to understand the possible consequences of deactivating the sensors. This capacity 

Loss of human contact
Informed consent

Digital skills

Personal privacy

Data-security risks
Invisibility of technology
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cannot always be presupposed. Thus, the question remains of who should perform needed 
or desired system adjustments if the individual concerned lacks sufficient competence for 
this task.

Institutional-ethics challenges

For healthcare institutions, the establishment of algorithm-supported AALs poses the 
already-noted challenge of determining who is to be responsible for harm resulting from 
system failures or incorrectly system use (Hofmann 2013). For example, who is liable if a 
person in need of care is not helped, or receives assistance too late due to a system mal-
function or mistaken analysis (Friesacher 2010)? 

The possibility that the data collected and analyzed might be misused furthermore raises 
questions of liability. For example, information about the routine activities of elderly people 
could fall into the hands of criminals. Burglars could use the movement-data information 
in order to rob homes in the absence of their residents. Con artists could claim to be react-
ing to a system alarm in order to gain entrance to the residence. Older people, particularly 
when they have cognitive impairments, are particularly prone of falling victim to scammers.  
Individual-level solutions would be unlikely to successfully address challenges relating to 
the security of people using algorithm-supported AALs. To tackle these risks appropriately, 
institutional measures will also be necessary.

Institutions are also faced with the challenge of meeting new demands on the occupational 
profile of medical and nursing professionals. The introduction of digitalization into care
giving contexts is significantly changing job descriptions, and generating new require-
ments with regard to skills and competences. Nursing professionals have often chosen 
their careers with the aim of doing “something with people.” New requirements, particu-
larly those related to the operation of technical systems, could wind up being diametrically 
opposed to the original motivation for entering the chosen profession (Friesacher 2010). 
This raises the question of what institutional measures can and should be taken in order to 
support skilled workers in their professions so that individuals needing care are optimally 
served without any neglect of the legitimate interests of the people providing that care. 

In order to avoid a loss of jobs and a decline in quality due to digitalization, it will be  
necessary to train staff to meet the new requirements. As training institutions have a 
responsibility to prepare their students properly for the labor market, such entities would 
thus need to adapt existing curricula to the new professional demands.

Institutional responsibility

Training of skilled workers
Liability issues

Work description

Misuse
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Sociopolitical challenges

As previously noted, the use of the systems presented here would require accepting a loss 
of privacy. The prospect of living longer and more securely in one’s own home could usher 
in a societal change with regard to the value accorded to privacy. Given the expected quali-
ty-of-life improvements, data privacy with regard to certain aspects of private and profes-
sional life could come to be increasingly less valued. Such a development would ultimately 
be a societal decision, in the sense of “voting with the feet”. That is, the more that people 
are willing to equip their houses with sensors and let their individual activity patterns and 
vital signs be analyzed by algorithms, the more likely the concept of privacy as an aspect  
of data protection would diminish in importance. 

This kind of societal development may be comprehensible and legitimate in itself. However, 
it would be problematic if, as a result, those who value their personal privacy were required 
to give it up. If this were to happen, one of the original core goals of algorithm-supported 
AALs – that of increasing the capacity for self-determination – would effectively be turned 
on its head. In order to avoid such a paradox, a fully informed societal debate must be ini-
tiated regarding the possible short, medium and long-term consequences of omnipresent 
sensors and continuously analyzed activity patterns and personal profiles.

Additional societal challenges relate to the question of who, and under what conditions, 
should have access to the various digital services. The questions raised above relating to 
fair access are also relevant here. Due to demographic change, there will presumably be an 
increasingly large number of people in need of direct and preventative health care. Many 
will also be interested in living in their own homes for as long as possible. At least for the 
foreseeable future, it is unlikely that digital services can be made available for everyone 
who might be interested (Friesacher 2010) From a sociopolitical perspective, this poses the 
challenge of deciding what criteria will be used to inform decisions regarding the provision 
of care. Should the allocation of such services simply follow market principles, costly sys-
tems might be used only by well-off individuals, at least for the foreseeable future.

However, as the sector develops further, this circumstance could be reversed – that is,  
over the long term, algorithm-assisted care in AALs may ultimately prove to be less costly 
than care provided by human nursing staff and clinicians. Critics warn that AALs could 
increasingly replace human contact and care (Hofmann 2013). Either way, society faces 
the challenge of deciding who, under what conditions, should have access to the resources 
in question (care by humans or a machine-based system). In both cases, allocation solely 
on the basis of free-market principles would be difficult to reconcile with the principles of 
social solidarity underlying the healthcare system. 

Change in societal values

Fair access Healthcare system based on solidarity

Personal privacy vs. security

Replacement of human contact and care
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7	 Outlook for the future

The algorithms used in healthcare settings are being continuously improved. Moreover, it 
can be assumed that this development will continue to accelerate. In the future, algorithms 
are expected to make an important contribution to the further development of personalized 
or precision medicine, which could entail a number of specific new applications. 

With the help of powerful machine-learning algorithms, for example, it will become pos-
sible to sequence and analyze the human genome in a cost-effective and rapid way. This in 
turn will enable treatments that are significantly more targeted and individually tailored. In 
addition, the study of very large samples will become possible. The examination of patients 
at all levels in order to create an integrated picture of all processes across all biological 
and even non-biological levels – from the genome, epigenome and proteome to the orga-
nelles, and even to the behavior and biomechanics of the organism as a whole – is deliv-
ering wholly new knowledge regarding the diagnosis and treatment of diseases (Deutscher 
Ethikrat 2018). It will become possible to analyze the contribution of a very large number of 
variables to the emergence of specific diseases (Wired 2017). For example, it might become 
possible to render diagnoses and prognoses simply by analyzing the breath alone (De Witte 
2017). In this way, cancers such as lung cancer could be detected more quickly, and poten-
tially also treated earlier. 

As the healthcare sector becomes increasingly networked, an ever-increasing body of 
information will be available to physicians for the purposes of diagnosis and treatment.  
It can be assumed that efficient algorithms will be directly connected to the hospital infor-
mation systems of the future, directly providing physicians with diagnoses for individual 
patients (Zukunftsinstitut 2012). Algorithms will not only produce differential diagnoses, 
but also suggest diagnostic tests, while simultaneously significantly reducing the quantity 
of superfluous tests (Obermeyer and Emanuel 2016). 

In addition, algorithms are enabling a number of areas of work to be outsourced to exter-
nal providers. Numerous tasks that today are carried out in hospitals by multi-person 
teams will in the future be able to be carried out quickly and efficiently by vendors around 
the world. This includes tasks such as laboratory analyses and pathology work (ibid.). For 
example, in a diagnostic context, algorithms break down an X-ray into millions of individ-
ual variables. Other data, for example from insurers, can also be incorporated into the diag-
nostic process (ibid.). Clinics can reallocate the resources saved in this way to other inno-
vations or use them for improvements in patient care (Zukunftsinstitut 2012). 

Today, algorithms in expert systems often do no more than apply rules to data, for 
example when identifying interactions between medications (Bublak 2016). However, 
machine-learning algorithms have the capacity to derive rules from data. As a conse-
quence, it can be expected that machines will surpass human experts with regard to diag-
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nostic accuracy in the near future. Thus, the degree to which the future work of radiologists  
or anatomical pathologists will be taken over by machines, at least to a significant extent, 
remains unclear (ibid.). In addition, high-performance algorithms will in the future 
increasingly identify psychosocial factors relevant to the prevention, development and 
progression of diseases, while additionally discerning new epidemiological relationships 
(Langkafel 2015). 

Machine-learning techniques will help improve prognostic capacities, for example regard-
ing cancer patients’ life expectancies (Obermeyer and Emanuel 2016). Algorithms will ena-
ble the use of thousands of predictor variables that will be drawn directly from electronic 
health records or insurers’ claims databases. In contrast, today’s prognosis models are  
limited to just a few variables (ibid.). The incorporation of a larger number of variables will 
facilitate significantly better care planning for patients with severe illnesses, for example 
(ibid.).

In the future, algorithms may additionally provide increasingly accurate forecasts of when 
a patient with a specific condition will die. This could lead to recommendations regarding 
appropriate end-of-life treatments, but – more problematically – could also be used for 
decisions regarding the allocation of scarce resources (Lobe 2017). 

The use of algorithms promises an increase in patient safety; unlike humans, algorithms  
do not make mistakes if they have been programmed or trained appropriately from both 
the technical and ethical perspectives. They don’t need to sleep, and are functional at all 
hours of the day and night (Obermeyer and Emanuel 2016). They can simulate the effect 
of drugs using a patient’s available vital parameters, thereby avoiding ineffective medica-
tions. In addition, potential drug interactions or side effects can be calculated in advance 
using algorithms. Experts predict that this will help significantly increase treatment suc-
cess rates, while also reducing costs (Zukunftsinstitut 2012). 

Algorithms are also expected to be used for monitoring purposes with increasing frequency. 
Algorithms connected to a hospital’s information system could monitor every patient in 
a clinic around the clock. Upon registering deviations in a given patient’s measured vital 
signs, direct countermeasures could be taken, such as automatically increasing the dosage 
of a medicine from an intravenous drip dispenser, or informing the on-duty staff members.  
Thus, it is likely that algorithms will not only recommend actions in the future, but will 
also trigger them independently, for example in intensive-care settings (Langkafel 2015). 
They are expected to take on numerous anesthesia- and intensive-care-related tasks 
(Obermeyer and Emanuel 2016).

Algorithms are also increasingly widely used in the context of telemedicine. Camera images 
(e.g., a person’s overall appearance or a patient’s changed complexion) can be directly 
evaluated so as to generate recommendations for further treatment.

Algorithm-supported monitoring systems will also become more common outside of  
medical facilities. In the future, increasing numbers of people will integrate such systems 
into their “smart home” applications – whether to monitor existing conditions or in hopes 
of preventing the development of new illnesses. Algorithms will then calculate a person’s 
or patient’s optimal daily routine; for example, they might remind the individual to take 
medications, or autonomously make an appointment with a physician (Zukunftsinstitut 
2012). Generally speaking, algorithms will be able to help integrate and evaluate increas-
ing amounts of data from a person’s everyday living environment (individual health-ana-
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lytics approach). This may provide a better understanding of and improve the predictabil-
ity of disease risks. 

The analysis of this data – perhaps in conjunction with other information from the social 
or occupational environment – may ultimately facilitate faster and more targeted forms of 
disease and epidemic prevention (Langkafel 2015). Machine-learning algorithms will detect 
patterns in collected environmental and vital-sign data and link them with critical health 
events (Wired 2017). This will enable diseases posing a threat to be detected at an early 
stage, enabling swift intervention. Monitoring of this kind can also be used in cases involv-
ing mental illnesses such as depression (ibid.). This could help reduce the suicide rate, 
among other benefits.

The trend toward self-tracking will continue to grow in this context. In the future, many 
people will collect a large amount of health-related data about themselves as a matter of 
course. Algorithm-supported smartphone apps will then immediately process the collected 
data, and offer recommendations on topics such as diet or time for fitness. In addition, 
using previous behavior as a basis, they might calculate the optimal strategy for how that 
specific person could remain motivated to reach a particular goal, such as a desired ideal 
weight. A wide range of possible uses are conceivable here. 

In addition to the fields of application already described, intelligent software will use algo-
rithms to evaluate the large amounts of information produced by scientific publications 
more quickly, and in a much more targeted manner. The information relevant to a diag-
nosis and therapy will be filtered out and directly integrated into the treatment process 
(Langkafel 2015). In this regard, algorithms have the potential to reverse the usual path 
taken in scientific work; by automatically examining large amounts of data for relation-
ships, they have the capacity to discover correlations that were not the specific subject of 
the search. In so doing, the path no longer runs from a previously formulated hypotheses 
to the search for and analysis of data. Rather, it runs from the data to the formulation of a 
new hypothesis.

Overall, algorithms and well-prepared data sets will in the future help us understand the 
development of diseases with increasing clarity, and positively influence the aging process. 
Disease treatment will thus increasingly give way to disease prevention, or to new ways of 
improving various conditions’ progression (De Witte 2017).
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8	 To-dos and research needs

If the opportunities promised by algorithms in the healthcare sector are to be realized in 
practice, and the associated challenges addressed appropriately, a number of actions at a 
variety of levels will be necessary. 

Medical professionals such as physicians and caregivers must be comprehensively prepared 
for the technical innovations, a process that must in particular ensure that they are trained 
in the necessary technical skills. The specialist personnel must understand how algorithms  
function, and how the results of algorithm-based decision-support systems should be 
interpreted. In the design of predictive algorithms, and particularly in the case of decision- 
support systems, it will often be necessary to deal with various risk assessments, such as 
the probability of contracting a disease. Working with risk calculations is as challenging 
for experts as it is for laypeople. For the systems to be able to provide meaningful support, 
medical professionals must be able to interpret the automatically generated results correctly.  
Moreover, they must be able to convey this interpretation to patients properly, and in an 
understandable way.

Various approaches for automated decision support are currently being discussed in the 
literature. A distinction has been made between “opt-out” and “opt-in” models, with 
another option being systems that automatically point out recommended decision paths 
(Cohen et al. 2014). The advantages and disadvantages of these models each must be ana-
lyzed and discussed further. In this regard, it is also necessary to clarify how “incidental  
findings” will be handled – that is, findings that are not related to the original research 
question, but which are nonetheless of significance for the health of the person being 
examined and their relatives. 

Those working in the healthcare sector must develop skills in the practical use of the new 
technologies; however, the capability to reflect critically on their use must also be pro-
moted. All people involved in their development, as well as those affected by their use, 
should understand the opportunities, risks, strengths and weaknesses of the various tech-
nical options within each of the settings where such techniques may be deployed. Before 
the launch of any informational campaigns, a survey should be conducted regarding the 
attitude of the population (e.g., the general population, as well as patient groups, physi-
cians, nurses, and healthcare professionals within other areas such as insurers) toward 
the use of algorithms in medical care and other health-related areas. This would allow the 
fears and concerns of individual groups to be better addressed. 

A comprehensive discussion of the new technologies’ advantages and disadvantages may 
well lead to a greater degree of technical acceptance. Such a conversation would allow 
fears and prejudices to be reduced, and it could be clearly communicated that there is no 
intention of replacing medical professionals with computers. This is not a conflict pitting 
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humans against machines. Instead, algorithms in healthcare can be important and useful 
tools that make human professionals’ work significantly easier. The goal is one of mean-
ingful cooperation between humans and machines. To this end, a multi-level governance 
approach could be adopted to help strengthen people’s trust in the technology and convey 
the sense that it can be used safely. For example, a study by Wang et al. (2016) showed that 
use of a machine-learning algorithm to support pathologists in the diagnosis of metas-
tasized breast cancer led to a reduction in the error rate from more than 3 percent to less 
than 1 percent. 

From a technical point of view, the establishment of uniform standards for data collection  
and processing is critical. This would enable the various systems to be compatible with one 
another without requiring the data to undergo a fundamental, time-intensive pre-pro-
cessing stage. For this reason, the underlying data to be used for algorithms’ calculations, 
such as electronic health records, should be maintained carefully and be complete. It would 
also be useful to raise awareness among medical-institution employees with regard to the 
impact of missing or incorrectly entered data. Ensuring system interoperability through 
data-exchange standards is additionally important in order to avoid making users depend-
ent on certain providers (Hahn and Schreiber 2018: 340). 

With regard to the development of algorithms, clear rules of conduct should be established 
for the programming process. For example, programmers might make a (voluntary) com-
mitment to be as transparent as possible regarding how their algorithms function, and with 
respect to what data is to be captured and processed. However, it will also be necessary to 
explain how potential problems created by industrial espionage or hacker attacks could be 
resolved. To be sure, complete transparency in the medical-products industry will be dif-
ficult to realize. The consideration of ethical issues should be incorporated into design and 
development processes from the very beginning, for example through the use of interdisci-
plinary teams.

With regard to specific applications of algorithms in the healthcare sector, a number of 
additional actions are needed. In order to be able to use machine-learning algorithms for 
diagnostic purposes, uniform standards for the diagnosis of certain disorders must be 
established. Currently, as in the cases of sepsis or rheumatoid arthritis, these standards are 
often unclear (Obermeyer and Emanuel 2016). This makes it much more difficult to train an 
algorithm for use in a practical setting. In addition, ways to prevent the appearance of spu-
rious correlations should be found. The greater the amount of data involved, the greater 
the risk of such spurious correlations. In the case of large, quite heterogeneous data sets, 
they can emerge simply by chance (Fasel and Meyer 2016: 9). To minimize this risk, special 
techniques such as machine-learning algorithms optimized for a particular system must be 
used (ibid.). 

In addition, distortions in the underlying data must be identified and eliminated. Finally, 
the use of algorithms in healthcare should take place in an evidence-based manner. That is, 
any support provided by algorithm-based systems should be based on proof that such tech-
niques are both effective and efficient. In this regard, the use of algorithms should also be 
evaluated from a health-economics perspective, with the aim of creating a basis for the fair 
allocation of resources.

As algorithms are put into practical use, for instance in the clinical context, more must  
be done with regard to ensuring informed patient consent and the protection of patients’ 
personal privacy. Patient disclosure and consent processes must in the future include 
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Recommended actions

In order to realize the practical opportunities offered by the use of algorithms  
in healthcare, while appropriately addressing the associated challenges, a number of 
actions must be taken on various levels.

Fulfilling technical prerequisites

›› Establish uniform standards for the collection, processing and exchange of data

›› Create compatible systems 

›› Maintain underlying data (e.g., electronic health records) conscientiously,  

while ensuring it is as complete as possible

Strengthening cooperation between humans and machines

›› Promote technical skills, for instance through training programs 

›› Promote critical reflections on the technology:  

Algorithms as a useful tool, conflict between humans and machines

›› Conduct informational campaign focusing on new technologies, with aim of diminishing  

fears and prejudices

›› Sensitize medical staff to impact of incorrectly entered data

›› Create multi-level governance structures with aim of strengthening trust and security

Ensuring informed consent

›› Explain use of algorithms as part of patient disclosure and consent process 

›› Conduct research on additional opportunities and risks, and explain these accordingly 

›› Develop new, appropriate explanatory materials

›› Clarify issues relating to protection of the right to informational self-determination

›› Clarify requirement that algorithms must function in a transparent manner

Ensuring algorithms are programmed in an ethical manner

›› Use interdisciplinary teams to plan and develop algorithms, taking  

possible risks and consequences into account

›› Define clear rules of conduct for programming algorithms

Using algorithms reliably and safely

›› Establish unified standards, for instance for the diagnosis of specific  

diseases 

›› Work to prevent appearance/discovery of spurious correlations

›› Interpret and convey the results of decision-support  

systems (probabilities/risks) correctly

›› Develop rules for handling incidental findings 

›› Clarify legal compatibility of various types of algorithms and applications  

with the European General Data Protection Regulation, which has been in effect  

since May 2018
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information on what algorithms are being employed as a part of the diagnostic and ther-
apeutic measures, and what risks and opportunities are entailed by this use. At present, 
neither risks nor opportunities are sufficiently explained; nor have adequate approaches 
been developed for the creation or use of explanatory materials (Cohen et al. 2014). Given 
the new possibilities for processing personal data, the specific practical requirements for 
obtaining informed consent must be clarified. Naturally, this must go beyond a simple  
formal disclosure or explanation (ibid.). 

If a wealth of data from different people is to be processed using algorithms, this poses 
fundamental issues with regard to protecting the right to informational self-determina-
tion, both at the individual level and beyond. Various authors have already called for addi-
tional research on this issue: “Further work is required to describe how privacy operates  
at group level” (Mittelstadt et al. 2016).

From a legal point of view, there is a need for clarification regarding the degree to which 
various kinds of algorithms and application areas (monitoring, data matching, generation 
of working medical hypotheses, etc.) are compatible with the European General Data Pro-
tection Regulation, which has been in effect since May 2018.

At the institutional level, additional integrated care structures should also be created to 
support the incorporation of algorithms into clinical practice. For example, this should 
include deeper interconnections between outpatient, inpatient and rehabilitative treat-
ment. In addition, research institutions must also be more closely networked in order to 
promote interactions between different disciplines such as clinical medicine, epidemiology, 
computer science and ethics. This would facilitate the creation of interdisciplinary projects 
working to develop and evaluate new algorithm-assisted systems, and to translate them 
into innovations in care. 

Creating networked structures

›› Establish integrated care structures in clinical practices (e.g., closer  

interconnections between outpatient and inpatient treatment)

›› Promote cooperation between research institutions 

›› Promote interactions between different disciplines (e.g., computer science and ethics)

›› Initiate interdisciplinary projects tasked with developing and evaluating new algorithm-as-

sisted systems, and with translating them into innovations in care

›› Initiate an interdisciplinary discussion around the social consequences of current  

developments, helping to shape a public dialogue

Developing an ethics of algorithms and a means of algorithm oversight

›› Create appropriate structures for reviewing healthcare-sector algorithms by type  

and purpose of application, if necessary with the aim of certifying them and providing over-

sight

›› Focus on clarifying the ethical rules that should guide the development and behavior of 

machine-learning algorithms

›› Monitor deep learning algorithms for discriminatory effects
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Overall, an interdisciplinary societal discussion is necessary regarding the probable social 
consequences associated with current trends and the appropriate response to them. For 
example, this might deal with issues of responsibility; the need for national, regional and 
local regulations (and governance); the need to update the curricula used in medical and 
engineering courses. In addition, a public dialogue should be initiated regarding the oppor-
tunities and risks associated with the use of algorithms in healthcare more generally.  
This must go beyond the simple provision of information to laypeople by experts in the 
scientific, ethics, legal and sociopolitical fields. As a discussion, it should also include all 
involved stakeholders.

Overall, there is a growing need to deal with the questions posed by an independent  
“ethics of algorithms,” as well as with the issue of algorithm oversight. Instead of focus- 
ing on human action, an ethics of this kind – in the sense of a subdiscipline of machine  
ethics – would be oriented toward ethical rules intended to apply to all machine-learning 
systems and processes. In particular, it would be a matter of determining – and then pro-
gramming – rules through which moral norms could be recognized and ethical dilemmas 
resolved. Initial approaches to this problem have already been developed within the philo-
sophical community (e.g., Anderson et al. 2004; Mitchell et al. 2009). For application in the 
medical domain, they would have to be further developed and concretized, and if necessary 
integrated into an institutionalized system of algorithm oversight.
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Application Function Author Year Source

Public health today

Identification of unwanted side 

effects when taking antipsychot-

ics and antidepressives (GB)

Evaluation of electronic health 

records using an NLP algorithm 

(natural language processing) 

(“ConText algorithm”)

Iqbal  

et al. 

2017 PLoS ONE

Identification and evaluation of 

drug interactions for medications 

containing Ritonavir as an active 

ingredient (USA)

Evaluation of package information-

al inserts and clinical data, as well 

as information from post-marketing 

studies using algorithms in the 

context of a pharmacokinetic 

simulation model

Porcalla 

et al. 

2017 Therapeutic  

Innovation &  

Regulatory Service

Identification of side-effects of  

a conjugate vaccine against 

meningococcal disease in chil-

dren between two and 10 (US)

Evaluation of hospital electronic 

health records and emergency 

practices using an automated 

case-identification algorithm

Tartof 

et al. 

2017 The Pediatric 

Infectious Disease 

Journal

Identification of geriatric systems 

and investigation of healthcare- 

service usage by older adults (US)

Evaluation of electronic health 

records using a natural language 

processing (NLP) algorithm

Anzaldi 

et al. 

2017 BMC Geriatrics

Public health in the future

Estimate of public healthcare 

expenditure (US)

Estimate of expenditure, using a 

machine-learning algorithm, based 

on public health-services data 

Brady 

et al. 

2017 Public Health 

Reports

Identification of persons  

vulnerable to the prioritization 

and allocation of resources  

during a catastrophe (CAN)

Decision-support algorithms based 

on the “Ontario Resident Assess-

ment Instruments – Home Care 

(RAI-HC)” database

Van Solm 

et al. 

2018 Journal of Emergen-

cy Management

Healthcare provision processes (health services research) today

Dissemination of innovations and 

new processes through physician 

networks (US)

Fruchterman-Reingold algorithm 

used to analyze virtual doctor 

networks or so-called patient- 

sharing networks (PSNs) on the 

basis of Medicare data, with aim of 

revealing de facto regional network 

structures among physicians

Landon 

et al.

2012 JAMA
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Healthcare provision processes (health services research) in the future

Planning for the collection,  

transfer and disposal of  

infectious medical waste (GRC)

Use of a genetic algorithm 

within an optimization model to 

calculate the optimal location for 

waste-processing plant, as well 

as optimal travel route for special 

garbage-collection trucks

Mantzaras  

and 

Voudrias 

2017 Waste Management

Planning of logistics centers and 

flight routes for transporting 

medicines to patients in rural 

areas using drones (US)

Algorithm for the calculation of 

the optimal number and locations 

of logistics centers, as well as the 

optimal flight routes for the drones 

(preprocessing algorithm)

Kim  

et al. 

2017 Journal of Intelligent 

& Robotic Systems

Scheduling appointments in 

physician practices

Automatic assignment of long and 

short appointments in a physician’s 

practice using an algorithm em-

bedded in an optimization model, 

on the basis of the reason for the 

consultation and other patient data

Becker 

et al. 

2018a Praxis

Medical research today

Protecting data in the context  

of scientific publications (US, UK)

Anonymization of structured  

patient data from medical 

databases using data-protection 

algorithms

Gkoulalas- 

Divanis 

et al. 

2014 Journal of  

Biomedical  

Informatics

Identification of research- 

relevant health events (DK)

Evaluation of Danish  

National Patient Register using 

search algorithms 

Schmidt 

et al. 

2015 Clinical  

Epidemiology

Medical research in the future

Quantification of bronchiectasis  

incidents in children with cystic 

fibrosis as a possible end point of 

a clinical study (US)

Automated quantification of 

bronchiectasis incidents using CT 

scan of children, using an iterative 

algorithm

DeBoer 

et al. 

2014 CHEST

Prediction / risk profiling today

Prediction of hypersensitivity 

reactions due to drug interac-

tions (US)

Clinical decision support (CDS) 

algorithms decide, on the basis of 

electronic health record data,  

whether overseeing physician 

should approve use of a particular 

medication

Goldspiel 

et al.

2014 Journal of the 

American Medical 

Informatics  

Association

Evaluation of new active pharma-

ceutical ingredients for prostate 

cancer, metastatic melanoma and 

systemic lupus erythematosus 

(CH)

EVITA algorithm (Evaluation of 

Pharmaceutical Innovations with 

regard to Therapeutic Advantage) 

generates a benefit-risk score on 

the basis of study findings

Szucs 

et al. 

2014 European Journal  

of Clinical Pharma-

cology

Prediction of fertile days in a 

menstruation cycle for pregnancy  

planning or contraception (UK) 

Algorithm for calculating fertile 

data in a menstruation cycle on 

the basis of data entered in the 

“Natural Cycles” app, such as body 

temperature and cycle length

Natural 

Cycles

2018 https://www. 

naturalcycles.com/de

Application Function Author Year Source

https://www. naturalcycles.com/de
https://www. naturalcycles.com/de
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Prediction / risk profiling in the future

Predictive clinical tool for pre-

dicting the action of glucocorti-

coid hormones in the body (GB)

Use of an algorithm (semi-quantita-

tive signal transduction score flow 

algorithm) to analyze the action of 

glucocorticoid hormones

Bakker 

et al.

2017 PLoS Computational 

Biology

Precise risk assessment and  

automated observation of  

adverse post-operative events  

in intensive care units (DK)

Automated observation of 

patient vital signs using computer 

algorithm, with connected alarm 

system for adverse post-operative 

events and automated intervention 

recommendations

Haahr- 

Raunkjær 

et al. 

2017 European Journal of 

Internal Medicine

Warning system for complica-

tions and co-morbidities among 

patients in general-practitioner 

practices (US)

Evaluation of electronic health 

records using deep-learning  

algorithm

Miotto 

et al. 

2016 Scientific Reports

Prediction of the likelihood of 

disease, the severity of disease, 

and the identification of new 

breast-cancer biomarkers (US)

Evaluation of the Breast Cancer 

Wisconsin (Diagnostic) Data Set 

using a machine-learning algorithm 

Banerjee 2017 Interdisciplinary  

Description of 

Complex Systems: 

INDECS

Prediction / risk profiling in the future

Estimation of the suicide risk 

among U.S. military veterans (US)

Computer-supported textual 

analysis of unstructured clinical 

notes in U.S. Veterans Administra-

tion files, using a machine-learning 

algorithm

Poulin 

et al.

2014 PLoS ONE

Prediction of cardiovascular 

conditions and risk factors (US)

Analysis of retinal scans using a 

deep-learning algorithm for the 

identification of cardiovascular 

risk factors such as age or blood 

pressure

Poplin 

et al. 

2018 Nature Biomedical  

Engineering

Prediction of depression among 

social-media users

Evaluation of the characteristics 

and metadata of user-uploaded 

images on Instagram, using a 

machine-learning algorithm and 

facial-recognition algorithm

Reece 

and Dan-

forth 

2017 EPJ Data Science

Prediction of psychosis within 

adolescent risk groups (US)

Automated analysis of voice  

recordings of adolescents using  

a machine-learning algorithm

Corcoran 

et al.

2018 World Psychiatry

Early detection and subtype 

determination for ovarian cancer 

(JPN)

Predictive model with predictive 

algorithm using various miRNAs

Yokoi 

et al. 

2017 Oncotarget

Application Function Author Year Source
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Diagnostics today

Early detection and classification 

of skin cancer (US)

Evaluation of skin images using a 

deep-learning algorithm 

Esteva 

et al. 

2017 Nature

Diagnosis of breast cancer in  

early-stage patients (ZAF)

Evaluation of a genetic test  

(70-gene profile) using the  

MammaPrint Pre-Screen  

Algorithm (MPA)

Grant 

et al.

2013 South African  

Medical Journal

Verifying the presence of an 

indwelling catheter in veteran- 

hospital patients, in the context 

of diagnosing a catheter-associ-

ated urinary-tract infection (US)

Evaluation of textual clinical infor-

mation using a natural language 

processing (NLP) algorithm

Divita 

et al.

2015 Methods of  

Information  

in Medicine

Diagnostics in the future

Diagnosis of a patient’s primary 

complaints after hospitalization 

(US)

Evaluation of electronic health 

record using a natural language 

processing (NLP) algorithm with a 

focus on patients’ vital signs, based 

on hospital staffers’ recorded as-

sessment of patients’ physical state

Jernite 

et al. 

2013 NIPS 2013 Work-

shop on Machine 

Learning for Clinical 

Data Analysis  

and Healthcare

Diagnosis of skull-brain traumas 

and brain concussions (US)

Automated assessment of posture 

stability through evaluation of  

Microsoft Kinect® sensor data, 

with help of an algorithm (bal-

ance-error detection algorithm)

Napoli 

et al.

2017 Annals of Biomedical 

Engineering

Improvement of image quality in 

positron emission tomography 

(PET) and CT scans for cancer 

patients (FRA)

Improved signal-noise ratio 

through use of an algorithm 

(Bayesian penalized likelihood 

algorithm)

Vallot 

et al.

2017 Nuclear Medicine  

Communications

Diagnosis of frailty phenotype 

among elderly people

Use of algorithms to evaluate data 

from older individuals’ mobile 

phones, such as number of steps, 

gait speed, etc. 

Hanton 

et al. 

2017 JMIR mHealth  

and uHealth

Wound diagnosis in the context 

of telemedicine treatment (IND)

Use of a particle swarm optimi-

zation algorithm (PSO algorithm) 

to improve image quality and the 

accuracy and efficiency of medical 

wound diagnosis 

Chakra- 

borty 

2017 Wireless Personal  

Communications

Diagnosis of breast cancer (CH) Evaluation of mammography scans 

using a deep-learning algorithm

Becker 

et al. 

2018 Praxis

Diagnosis of pleural effusions  

and intrapulmonary signs of an 

active pulmonary tuberculosis in 

HIV patients (CH)

Evaluation of chest X-rays using  

a deep-learning algorithm

Becker 

et al.

2018 Praxis

Decision support for physicians 

when rendering diagnoses (US)

Diagnosis algorithm as an automat-

ed decision-support system, based 

on electronic health record data 

Stusser 

and 

Dickey 

2013 Journal of Medical 

Systems

Diagnosis of chronic obstructive 

pulmonary disease (COPD) 

among smokers (US)

Evaluation of CT scans using a 

deep-learning algorithm 

González 

et al. 

2017 American Journal  

of Respiratory 

and Critical Care 

Medicine

Application Function Author Year Source
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Therapies today

Therapy for septic shock among  

intensive-care patients (DE)

Use of a computer-supported  

decision-support system that 

includes algorithms to provide 

physicians with evidence-based 

diagnostic and therapeutic recom-

mendations, taking into account 

complex standardized procedures

Tafelski 

et al. 

2010 The Journal of  

International  

Medical Research

Therapies in the future

Surgical planning for esophageal 

cancer (DE)

Test of a random-walk algorithm 

for segmenting esophageal tumors

Fechter 

et al.

2017 Medical Physics

Analysis of wounds in the context  

of telemedicine treatment (IND) 

Use of a particle swarm optimiza-

tion algorithm (PSO algorithm) for 

the segmentation of wound areas 

in medical image data

Chakra- 

borty 

2017 Wireless Personal  

Communications

Data-based support system for 

physicians’ therapeutic decisions 

(DE)

Use of predictive algorithms to  

assess various therapies by  

forecasting patients’ individual  

reactions to different options, 

based on patient data drawn from 

clinical databases. Example focuses 

on psoriasis, an autoimmune 

condition 

Gräßer 

et al. 

2017 Journal of Health-

care Engineering

Planning radiotherapy among 

cancer patients with head and 

neck tumors (UK)

Use of Google’s “DeepMind” artifi-

cial intelligence to segment healthy 

structures and structures in need 

of therapy, using body scans as a 

basis

Powles 

and 

Hodson 

2017 Health and  

Technology

Prognosis in the future

Predicting complications such 

as bacteremia and pneumonia in 

severely injured patients (US)

Use of an algorithm to evaluate 

data from tissue, serum and 

wound-fluid samples to support 

clinical decision-making

Dente 

et al.

2017 Journal of Trauma 

and Acute Care 

Surgery

Prediction of acute respiratory 

diseases and mortality among 

smokers (US)

Analysis of CT scans using a 

deep-learning algorithm 

González 

et al.

2018 American Journal  

of Respiratory 

and Critical Care 

Medicine

Early-warning system for critical 

cardiac events (IND)

Use of the Chan-Vese algorithm 

to evaluate cardiac magnetic 

resonance images, with goal of 

identifying changes in left ventricle 

in cases of aortic stenosis 

Chan-

drasekhar 

et al.

2017 Journal of Medical 

Imaging and Health 

Informatics

Prediction of cardiac arrests 

among hospital patients (US) 

Algorithm-supported early-warning 

system that can predict a code blue 

up to four hours before its occur-

rence on the basis of demographic 

information, hospital-admissions 

data, vital-sign values and laboratory 

measurements contained in elec-

tronic health records

Somanchi 

et al. 

2015 Proceedings of the  

21th ACM SIGKDD 

International Confer-

ence on Knowledge 

Discovery and Data 

Mining

Application Function Author Year Source
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Rehabilitation today

Training therapies for Parkinson’s 

patients with bicycle ergometer 

and acoustic feedback in the form 

of music (DE)

Use of algorithms to carry out 

automated speed analysis of music 

and velocity changes in real time

Wolf et al. 2017 Digitale Trans

formation von 

Dienstleistungen im 

Gesundheitswesen III

Rehabilitation in the future

Rehabilitation robot for upper- 

extremity motion therapy after  

a stroke (CN)

Use of an impedance control 

algorithm to produce a dynamic 

relationship between human and 

machine, facilitating individualized 

adjustment of the force- and move-

ment-support functions

Xu et al. 2011 Journal of Intelligent 

& Robotic Systems

Gait analysis and gait-phase 

detection for prosthesis wearers, 

for the purposes of calculating 

what electrostimulation is nec-

essary at what stimulus locations 

(DE)

Use of algorithms to process 

information from leg-mounted 

Bluetooth sensors to measure 

acceleration, angular velocity and 

magnetic field

TU Berlin 2017 https://www.

ige.tu-berlin.de/

bemobil/forschung/

teilprojekt_b

Nursing care today

Algorithm-controlled warning 

system in a home for senior 

citizens (TigerPlace) (US)

Use of algorithms to report  

deviations from daily routines  

(sensor-based measurements in 

the living environments), by  

providing alarms to caregivers

Rantz 

et al. 

2013 CIN: Computers,  

Informatics, Nursing

Nursing care in the future

Computer-supported decision- 

support system for nursing staff 

on a maternity ward (US)

Before being deployed, an 

algorithm learns the difference 

between good and bad decisions. 

On this basis, it offers recommen-

dations regarding how the ward’s 

nursing staff and rooms should 

be distributed in order to ensure 

optimal care

Gomb-

olay et al.

2016 The International 

Journal of Robotics 

Research

Application Function Author Year Source
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